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A Region’s Basic Image
as a Measure of its Attractiveness

Vasilis Angelis1 and Katerina Dimaki2

Abstract

The growth or decline of a region depends on its power to pull and retain both business and 
the right blend of people to run them. This pulling power depends on what we call the “Image” 
of the region, a variable which expresses the region’s present state of development and future 
prospects and may be defined as a function of a multitude of factors; economic, social and 
environmental ones. The Image of a region may prove a very useful tool for planning purposes, 
since it doesn’t only give an early diagnosis of any possible changes, sometimes discontinuous, 
in the region’s pattern of development, but it also indicates the reasons for those changes. 
Hence, it may be used as the basis for designing appropriate measures to assist a region’s 
development.  The objective of this paper is to define a region’s image, based on an analysis 
of the business and the residential location process, to identify, through literature, the factors 
needed to quantify this image and finally, to suggest ways of measuring these factors.

Keywords: Region’s Image, Region’s Attractiveness, Regional Development

JEL Classification: C02, C65, R58

1.  Introduction

History has taught us that regional development is a complex process. It results 
from the balanced presence of tangible and intangible elements mainly originated from 
the economic and social spheres. Over the past years, a large number of regional growth 
theories have been developed and a number of models have been built in an effort to 
describe, explain and eventually predict regional development trends (Pike et al., 2006; 
Stimson et al., 2006; Capello, 2007; Capello et al., 2008). These models may be classified 
in various ways on the basis of certain characteristics. A number of such classifications 
is given below. The first classification is based on the theoretical perspective applied 
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to the analysis of regional growth and distinguishes between regional growth and local 
development models (Stilwell, 1972; Stimson et al., 2006). The regional growth models 
treat a region as a portion of a national system and its purpose is to explain the aggregate 
growth rate of income and employment. The local development models treat a region as a set 
of individual economic factors and its purpose is to identify all the tangible and intangible 
factors of the growth process. A second classification is made on the basis of the role 
played by space in the various theories and distinguishes between models where the role 
of space is passive or active respectively (Capello et al., 2008). The first group of models 
considers space as a mere physical container of growth. The second group considers space 
as a resource in itself, being the source of increasing returns in the form of agglomeration 
economies and territorial externalities, and therefore of local development. Furthermore, a 
region’s location is considered to play a key role in its development. A third classification is 
based on the way regional disparities are treated and distinguishes between equilibrium and 
disequilibrium models (Holland, 1976; Pike et al., 2006). The equilibrium models consider 
that regions will converge regardless of any intervention, due to the causal mechanisms of 
growth that move regions towards equilibrium. The disequilibrium models consider that 
regional growth disparities persist and are reproduced over time since they are inherent 
in the process of a region’s development. State intervention is needed in order to reduce 
disparities and assist the less developed regions. Finally, a fourth classification is based on 
the assumptions made for the potential trend of regional development and distinguishes 
between linear and non-linear models (Capello, 2007). The linear models may provide 
approximate replications of short and medium-run changes, but they fail to interpret long-
term developments characterized by structural shifts of an irregular nature. The non-linear 
models allow for a change in a system’s dynamics generated by even small perturbations in 
structural forms (Pike et al., 2006; Capello et al., 2008).

The present paper introduces a region’s Basic Image, a variable which expresses a 
region’s state of development and its future prospects. Furthermore, the factors affecting 
this variable are defined and ways of measuring them are suggested. Finally, this variable 
is used as the basis for the building of a model calculating regional growth. Regarding the 
above mentioned classifications the proposed model 

- implicitly assumes that regional disparities persist and are reproduced over time; 
hence a mechanism is needed to reduce and/or alleviate them

- treats space as a resource and considers that a region’s location plays a crucial role in 
its development

- is a local development model as it aims to identify all the tangible and intangible 
elements of the growth process 

- is a non-linear model
Following this brief introduction, section 2 describes a region as a socio-economic 

unit, section 3 outlines the process of both business and residential location and section 
4 introduces and defines the concept of a region’s Image. Section 5 presents the basic 
properties characterising a region’s Basic Image, while section 6 develops a mathematical 
model for its estimation. Finally, section 7 applies this model to the case of the thirteen 
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Greek regions, whereas Section 8 summarizes the conclusions and makes suggestions for 
further research.  

2.  The region as a socio-economic unit

The growth and decline of a region depends on their ability to attract and retain business 
and people. The realisation that places compete for investment has expanded in recent years 
to encompass competition among places for the attention of investors and workers (Malecki, 
2004). As people and businesses become more mobile, they will move towards attractive 
places and evacuate unattractive places. The shrinking of time and distance in the global 
marketplace means that developments in other parts of the world can impact the fortunes of 
a place once thought to be competitive. This raises fundamental questions about what places 
can do, not only to survive but, also, to prosper. Places must routinely reassess whether 
they are meeting the needs of their citizens and businesses. Each place must be continually 
involved in a process considering the benefits and attractions to be provided to its inhabitants 
and the ways in which it can help them find and create new value. A region is successful 
when it manages to meet the needs of its inhabitants and potential movers and, also, to 
maximize its efficient social and economic functioning in accordance with whatever goals 
have been established (Ashworth and Voogd 1988; 1990). The success of a region depends 
on its capability to attract and keep firms with stable or increasing market shares, whilst 
maintaining stable or increasing standards of living for those who participate in it (Storper, 
1997); in other words, when the region is able to generate high profits for its businesses and 
high standard conditions for its residents (Bristow, 2010). 

On the basis of all the above, one can say that a region should ensure livability, 
investibility and visitability (Kotler et al., 1999) and, in doing so, it performs a number of 
functions: economic, social and environmental. These functions, however, are not always 
compatible; on the contrary, the idea of a potential conflict between them often appears 
in urban literature. A region is a place for work and social interaction. Thus, working and 
living must be compatible; however, factories often make the living environment unpleasant 
or even unbearable. Regions are growing mightily in population, wealth and geographic 
extent but with potentially adverse social and environmental consequences. A region is an 
environment in which people live, invest, and share ideas and spaces. They meet people 
and receive information; they send their children to schools and meet entrepreneurs at 
parties, seminars, restaurants and sporting grounds. People, including entrepreneurs, are 
embedded in this environment (Boschma and Lambooy, 1999). 

Concluding, it could be said that a region, as a socioeconomic system, has to 
achieve not only a satisfactory economic performance but also a number of other basic 
social objectives. If these are not met, then, over the longer term, a conflict would arise 
and the situation would almost certainly not be sustainable (Llewellyn, 1996; Lovering, 
2001; Bristow, 2005). Many examples of that inherent conflict between the economic and 
social development of a region may be provided. They illustrate the basic fact that much 
of the region’s advantages stem from its infrastructure, which, however, detracts from its 
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attractions or, in general from, its social and environmental dimensions. The construction 
of a motorway in a region, for example, may improve its transportation infrastructure but, 
at the same time, it may cause a deterioration of its environmental conditions. Similarly, 
excessive use of the land available for business purposes may improve the business 
development infrastructure of the region but, at the same time, it may restrict the land 
available for houses, open spaces and recreational grounds. Those were two examples of a 
rather direct conflict between the factors affecting the economic development potential of 
a region and those affecting the level of its environmental conditions and social amenities 
respectively. More generally, however, a kind of indirect conflict between them may also 
be detected. The improvement of both sets of factors depends largely on the amount of 
expenditure the region is prepared to place on each one of them. Nevertheless, given that 
the budget of a region is always limited, a conflict of priorities is bound to develop.

3.   The process of business and residential location      

Having discussed the nature of a region as a socio-economic unit, it is time now to 
study the location process of both business units and employees. Mobility within a state is 
largely a voluntary process. Hence, the growth and decline of a region depends on its ability 
to attract and retain business activities and the right blend of people to run them (Bristow, 
2005). It is, therefore, important to understand how business firms make investment and 
location decisions. A region should base its business attraction plans on an assessment of its 
economic conditions and locational characteristics. Furthermore, an accurate and frequent 
updating of the prevailing economic conditions, cost factors and quality-of-life features 
provide an understanding of how well this region compares with others. As a rule, business 
firms rate places as potential sites after considering various factors that constitute the overall 
local business climate of any given place. Some of those factors can be measured in more-or-
less objective terms; these include location accessibility, economic stability, costs, property 
value, infrastructure, incentives schemes and programs, financial resources, local support 
services and networks. Others are not easily measured, as they represent more subjective 
characteristics of a given place; these include business culture, local entrepreneurial 
culture, personnel, management, professional and workforce competences, availability of 
specialised suppliers, quality of the local living or social environment, quality of public 
education, quality of health services etc. These factors, as well as their relative importance, 
keep changing over time. Factors representing more subjective characteristics have become 
increasingly more important for location decisions. Furthermore, the content of various 
factors has changed over time. In the case of accessibility, for example, the emphasis 
has been shifted from physical accessibility to communication accessibility. Similarly, in 
the case of labour, the emphasis has shifted from low-cost, unskilled labour, to quality, 
high-skilled labour. Furthermore, in the case of housing, education and health facilities, 
the emphasis has shifted from the availability of those facilities to their quality. Finally, 
environmental considerations, such as clean air and facility compliance with stronger 
air, water and chemical and waste disposal regulations, have also grown in importance. 
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A healthy environment has become a powerful stimulus of capital flow and investors are 
increasingly critical of the environment they choose to establish new projects; in many 
cases potential investments and the subsequent economic benefits have been lost, simply 
because the quality of the area was not enough (Kotler et al., 1999).

Therefore, it can be argued that regarding the movement and location of business 
units, although traditional factors such as location, accessibility to market and natural 
resources, transportation facilities, land availability, labour, capital and infrastructure 
remain important, a number of factors representing more subjective characteristics, as well 
as a number of environmental factors, have also appeared. However, every region must 
provide some basic standards of services to attract and retain people, business and visitors. 
Further analysis of the process of locational choice suggests that a distinction must be 
made between a list of factors or requirements that is seen by the investors of a firm as a 
minimum for all locations and those additional factors which may tip the balance between 
one alternative location or another. However, it is only after the basic requirements have 
been satisfied that the additional factors are considered. In other words, the process of 
business location appears to be a two-stage process, whereby the final choice is made from 
a small group of possible locations all of which satisfy a set of basic criteria (Malecki, 
2004). Places not only try to attract businesses and investors, but they also attempt to shape 
a policy towards attracting and keeping residents as part of building a viable community. 
Places seek to appeal to certain groups, including the wealthy, young families, workers 
with special or relevant skills, professionals, managers, technicians, senior officials, 
administrators and connected families. The free movement of goods and people on the 
internal market and the opening of new markets have led to more intensive competition for 
talented persons. Local access to intellectual capital represents one of the most important 
factors in place development (Kotler et al., 1999).

People attraction is likely to become an even more important strategic component 
in place competition in the years ahead. As a rule, employees rate places as potential sites 
after considering various factors. Although job availability/quality and job/pay prospects 
still remain important, a number of other factors have also appeared. These factors include 
infrastructure, quality of life, housing options and quality, educational services quality, 
health services quality, access to daycare centres, competitive social security costs and 
conditions, a positive attitude to newcomers, and relocation services that include efforts to 
find job opportunities for family partners. This last factor is gaining in importance. Since 
in most families today both adults are working, an unhappy partner could discourage the 
move. Furthermore, as in the case of business, the factors affecting the movement of people, 
their content and their relative importance keep changing over time (Kotler et al., 1999).

Concluding, it could be suggested that regarding the movement and location 
of households, although job availability and quality, as well as employment earnings, 
remain among the most important factors – underlining, therefore, the importance of a 
strong business activities presence in the region  – a new set of factors representing more 
subjective characteristics are becoming increasingly more significant. Employees look not 
only for reward and job satisfaction, but, also, for intellectual, social and cultural interests. 
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Although the two-stage process described in the case of business location is not explicit in 
the case of people, the existence of certain minimum standards is beyond doubt. In many 
cases, the people who would generally consider moving were not prepared to move to 
certain particular areas (Bristow, 2010). More importantly, no specific reasons could be 
given for this attitude; most of the people justified it in terms of “general dislike of the area” 
or “lack of appeal” for them. In other words, they were not convinced, in their own minds 
that although the sums were right, the atmosphere was also right for them. Hence, as in the 
case of business units location, people are also prepared to consider moving only to areas 
satisfying a set of basic criteria (Burgess, 1982).

On the basis of all the above, there seem to be a set of “attraction” factors, common for 
both investors and employees. Those factors include economic stability, economic viability, 
location, accessibility, land availability, infrastructure, financial resources, housing, health 
and education facilities of high quality. Furthermore, they may be divided into two basic 
sets. The first set contains factors related to the economic function of the region, such 
as economic stability, economic viability, location, accessibility, land availability and 
infrastructure, whereas the second set contains factors related to the social function of the 
region, such as housing, health and education facilities. Finally, there exist a number of 
factors related to the environmental function of the region, including clean air and water 
supply, as well as pollution control. For the purposes of this paper and in order to keep our 
model as simple as possible, environmental factors will be grouped together with social 
factors. However, as the environmental dimension becomes increasingly important, those 
factors should form a distinct third set. 

4.   The Concept of a Region’s Image 

As it has already been mentioned in section 2, the growth or decline of a region 
depends on its power to “pull” and retain both business activities and the right blend of 
people to run them; this pulling power depends on what we call the Image of the region. 
The term image is currently used in a variety of contexts. Image is a sum of beliefs, ideas 
and impressions. It is the total impression an entity makes on the minds of people and 
exerts a powerful influence on the way people perceive things and react to them (Dowling, 
1998; Dichter, 1985). Marketing literature suggests that image is important in this process 
and identifies different types, including projected and received place images (Kotler et al., 
1993). Projected place images can be conceived as the ideas and impressions of a place that 
are available for people’s consideration. This type of images reach the potential mover by 
an image transmission or diffusion process through various channels of communication, 
which themselves can alter the character of the message. The received place images are 
formed from the interaction between these projected messages and the movers’ own needs, 
motivations, prior knowledge, experience, preferences, and other personal characteristics. 
In this way, potential movers create their own unique representations or mental constructs, 
resulting in their own personal images of place (Ashworth and Voogd, 1990; Gartner, 1993; 
Bramwell and Rawding, 1996).
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In this paper, image is defined in a slightly different way, as a function of objectively 
measured factors, which influence the movement of both business units and people. It 
is clear that a region’s image, based on objectively measured factors, may be improved 
through marketing and promotion activities. Nevertheless, it is believed that the impact of 
those activities on the region’s image is temporary and limited and the only lasting effect 
is the objective improvement of the various attributes of this image. Competition among 
places involves the improvement in the attributes that make it possible to attract and keep 
investment and migrants – that is, to become ‘sticky places’ (Markunsen, 1996; Malecki, 
2004). 

Different people hold quite different images of the same place. Because a region may 
be related to a number of potential movers’ groups that have a different type of interaction 
with it, each of these groups is likely to have a different image of the particular region. 
Hence, a region does not have an image, but multiple images (Dowling, 1998). Based on 
the above, it can be argued that, at each point in time, the region “sends out” its Image and, 
depending on its impact on the people (both employers and employees), the region may be 
considered attractive or non attractive. One may also argue that since people “receiving” 
the image of the region belong to various distinct groups (i.e. employers, unskilled workers, 
skilled workers etc.) and are sensitive to different factors, the impact of the region’s Image 
on the members of each particular group will be different (Kotler et al., 1999).

Whilst this argument is plausible, the evidence presented in section 2 suggests that 
all groups of potential movers react similarly to a basic set of factors; more precisely, a set 
of minimum standards, largely common to all groups, must be satisfied if the region is to 
be considered as a potential choice by any of them. Every community must provide some 
basic standards of services to attract and retain people, business and visitors. Admittedly, 
no uniform standards exist. Hence, every region, in order to be/remain attractive, should 
determine the standards pertaining each time and try to meet them (Kotler et al., 1999).  

To reconcile these two views the concept of a region's Image is refined by introducing 
the following two concepts: the Basic Image and the Specific Image.

The Basic Image of a given region measures the degree to which the region satisfies a 
set of basic criteria, common for all movers. A region satisfying those criteria is considered 
by all potential movers worthy of a closer examination and a potential final choice.

The Specific Image of a given region, as perceived by a particular group of potential 
movers, measures the degree to which movers who belong to that particular group consider 
the region as their best final choice. However, although this Specific Image is a function 
of specific factors appealing mainly to members of that group, it is primarily a function of 
the Basic Image. 

The remainder of this paper will focus on the definition and study of a region’s 
Basic Image. This is a rather abstract concept which expresses the actual state of the 
region; a physically realisable measure for the Basic image is difficult to find. What may 
be measured more easily is the net change of a region's population due to migration during 
each time period. Such a change, however, is of very little importance as a measure of 
the real state of the region. The perception and reaction times to any change in the state 
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of a region’s Basic Image are different for the various groups of potential movers and are 
particularly long for certain vulnerable minorities, who lack real choice in pla ce to live and 
work. Hence, the measurable changes of the region's population due to migration may be 
generally considered as the de layed and considerably smoothed consequence of changes in 
the Basic Image. 

The study of the mechanisms governing the shaping and the changes of a region's 
Basic Image is a task of imperative importance. Apart from simplifying the analysis of 
a region’s behaviour, the Basic Image, as an overall measure of its attractiveness and 
performance, has the following two advantages: 

i. It gives an early warning of any potential danger of decline.
ii. It gives the “true” picture of the region and helps decision makes to de tect the 

causes and not only the symptoms of any existing problems.
An early and correct diagnosis of a problem is perhaps the biggest step towards its 

solution. In the case of regional development, however, the seeds of decay are usually 
planted during a period of prosperity and no action is taken against them until it is too late. 
Ironically, the very state of being an attractive place may unleash forces that ultimately 
unravel the attractiveness of a place. Many places experience a period of growth, followed 
by a period of decline, and the fluctuations may be repeated several times. Therefore, a 
monitoring device, which will alert us at the first sight of danger, is a tool of great importance 
(Kotler et al., 1999).

We have, so far, introduced the Basic Image of a region, as a measure of the degree 
to which a region satisfies a set of criteria common for all movers. A region satisfying 
this general set of criteria will be considered as a potential final choice for both people 
and business activities. Hence, a region’s Basic Image will be a function of the factors 
which influence the movement of both people and business units. Mobility within a state is 
essentially a voluntary process and state intervention may only be negative in the sense that 
it can stop or influence movement but it can not direct it. Hence, any attempt to improve 
or sustain the attractiveness of a region must be directed towards providing the framework 
within which this voluntary process can flourish. The Basic Image, as defined, may be 
the basis for such a framework and the factors affecting it will be the prime targets for 
improvement. The factors affecting the Basic Image, as presented in the previous section, 
include economic stability, economic viability, location, accessibility, land availability, 
infrastructure, financial resources, housing, health and education facilities of high quality. 
Furthermore, they have been divided into two sets according to whether they express the 
economic or the social function of the region. The factors of the first set (Accessibility 
to Centers of Influence, Land Availability, Financial Conditions) provide a measure of 
the region’s economic development prospects. This measure is referred to as Economic 
Indicator. Similarly, the factors of the second set (Housing Conditions, Environmental 
Conditions, Social Conditions) provide a measure of a region’s social profile. This measure 
is referred to as Social Indicator. Hence, 

Basic Image Economic Indicator, Social Indicator  

Ways for the quantification of those Indicators will be presented in section 6. 
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The expression of the Basic Image as a function of those two Indicators is not 
accidental; on the contrary, it is consistent with the concept of a region as a socio-economic 
unit. The main advantage of such an expression is that it may be used to underline and, 
eventually, describe the potential conflict between the economic and social functions of a 
region in the course of development (Llewellyn, 1996; Lovering, 2001; Bristow, 2005). 

Concluding, it should be mentioned that the growth of a region may be expressed 
both in absolute or relative terms. In the latter and most interesting case, the development 
pattern of a given region is compared to that of a hypothetical region, which is referred to 
as the “typical” region and expresses, as far as possible, an average of the main regions 
of a similar type to that under study. In this paper, we shall be looking at the relative 
development patterns of a region. Hence, all the factors affecting its images (Basic and 
Specific) should be expressed in relative terms, as compared to the corresponding values 
of the “typical” region. 

5. Properties of the Basic Image

Let us now move a step further and concentrate on the problem of the theoretical 
shape of the graph of the Basic Image. It is reminded that the Basic Image has been defined 
as a function of two potentially conflicting indicators and, hence, its graph must be a three-
dimensional one. In order to get a first feeling of the shape of that graph we start by stating 
the following simple observations describing the way in which the two indicators operate.

 i.  The higher the Economic Indicator of a region, the more attractive its Basic Image.
ii.  The lower the Social Indicator of a region, the less attractive its Basic Image,
iii.  If the Economic Indicator of a region is continuously increasing but, at the same 

time, its Social Indicator is continuously decreasing, the Basic Image of the region 
may be either attractive or non attractive and sudden changes in its state may be 
expected.
Observation (iii) is the most interesting because it implies that the graph we want to 

draw may be discontinuous.
The general mathematical theory of discontinuous and divergent behaviour from 

continuous underlying forces is called Catastrophe Theory (Thom, 1975; Zeeman, 1973). 
The theory is derived from Topology and is based upon some new theorems in the geometry 
of many dimensions, which classify the ways in which discontinuities may occur, in terms 
of a few archetypal forms called elementary catastrophes (Poston and Stewart, 1996). 
Although the underlying mathematics is difficult and the proofs of the theorems involved 
complicated, the elementary catastrophes themselves are relatively easy to understand 
and can be used effectively, even by non-experts in the subject (Angelis and Dimopoulou, 
1991). Catastrophe theory was developed and popularized in the early 1970’s. After a 
period of criticism, it is now well established and widely applied (Rosser, 2007). Today, the 
theory is very much alive and numerous nonlinear phenomena that exhibit discontinuous 
jumps in behaviour have been modeled by using the theory, for instance in chemistry (e.g 
Wales, 2001), in physics (e.g. Aerts, 2003), in psychology (e.g. Van der Mass et al., 2003) 



16 

Vasilis Angelis and Katerina Dimaki

in clinical studies (e.g. Smerz and Guastello, 2008) and in the social sciences (e.g. Smith et 
al., 2005; Dou and Ghose, 2006; Huang, 2008).

Table 1 summarizes the elementary catastrophes in the case where a process is 
expressed through one behaviour variable depending on one up to four control variables.

In the case of a process, for example, where the behaviour depends on two control 
variables, it is sufficient to know that a theorem exists giving the qualitative shape of a 
3-dimensional surface, which shows all possible ways in which a discontinuity in the 
behaviour may occur. The two control variables are usually referred to as normal and 
splitting factor respectively. 

Table 1: Some Elementary Catastrophes

Number of Behaviour 
Variables

Number of Control 
Variables

Type of Catastrophe

1 1 Fold

1 2 Cusp

1 3 Swallowtail

1 4 Butterfly

Elementary Catastrophes have characteristic invariant properties and, often, even 
wave flags (Gilmore, 1993) to gain our attention. Figure 1 illustrates graphically those five 
properties for the case of cusp catastrophe. Further details about them are given below.

Modality arises when, for some combinations of values of the control parameters, 
there are two or more possible stable values for the state variable. 

Sudden Jumps take place when a small change in the values of the control 
parameters may result in a large change in the value of the state variable, as the 
system jumps from one local minimum to another. 

Hysteresis occurs whenever a physical process is not strictly reversible. That is, 
when the jump from one local minimum to another does not occur over the same 
point in the control parameter space as the reciprocal jump. 

Divergence arises when small changes in initial values of the control parameters 
lead to large changes in the final value of the state variable.

Inaccessibility means that the physical system has an equilibrium state which is 
unstable. 
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Figure 1: The five Characteristic Properties of the Cusp Catastrophe Graph

 

Returning to the present case, our intention is to show that the process of shaping 
a region’s Basic Image may be modeled in terms of a cusp catastrophe. The first step 
towards this direction will be to show that at least some of the five invariant properties 
characterizing phenomena that may be described by the cusp catastrophe (i.e. bimodality, 
sudden transitions, hysteresis, divergence and inaccessibility) are present in our particular 
case.

Camagni (2002) notes that regions, unlike nations, more or less can go out of 
business, becoming so depleted by outmigration that they have, at a long-run, competitive 
disadvantage. The European continent, with its many competing communities, regions and 
nations, is now experiencing extreme economic turbulence, where two basic dimensions 
may be identified. First, every place is subject to internal growth and decline cycles. Second, 
every place may experience external shocks and forces beyond its control. A large number 
of European places are experiencing problems, but some more than others (Kotler et al., 
1999). The situations fall along a continuum. At the most desperate extreme are places that 
are dying or are chronically depressed. Many such places have emerged in Europe, as a 
result of recent decades of economic crises and industrial restructuring. These depressed 
places lack even the internal resources to launch recovery. There are also acutely depressed 
places that nonetheless have some potential for revival. While their debts and problems 
keep worsening, these places possess assets that could support a turnaround should the 
right leadership and vision emerge. Other places have boom and bust characteristics. These 
places, as a result of their mix of industries and growth companies, are highly sensitive to 
business cycle movements. In many cases, in order to survive, those places have shifted 
their focus from a declining business sector, to a more promising one. On the brighter side 
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of Europe, we find many places that have undergone healthy transformations. These places 
have devised effective plans to create new conditions that improve their attractiveness and 
ensure a turbulence free transition. Finally, some places deserve the title of favoured few, 
as they enjoy a strong position and continue to attract businesspeople, new residents and 
visitors (Kotler et al., 1999). 

The concept of modality and sudden transitions in the development of a region is 
certainly not novel in literature. Many places experience a period of growth followed by a 
period of decline and the fluctuations may be repeated several times (Camagni, 2002). The 
growth period inevitably ends because growth lays the seeds of its own destruction. The 
decline period will also end, but for different reasons. The processes underlying growth 
and decline dynamics can occur independently of the business cycle stage. However, these 
processes may be accelerated by sudden changes in the economic climate (Kotler et al., 
1999). Boschma and Lambooy (1999) writing about the industrial areas of the 1970’s and 
1980’s, mentioned that had often showed long periods of economic growth, before they 
declined or even collapsed. Their position became vulnerable due to developments like 
technological change or the increasing opportunities to shift production to other regions 
or countries with cheap labour. Within a decade or so, several regions lost many jobs in 
mature business activities, like textiles, steel making, coal mining and shipbuilding. This 
was something quite unexpected, because, traditionally, regional economists focus their 
attention on the positive impacts of agglomeration economies on regional development.

Hysteresis is a characteristic property of the development of a region and is reflected 
in the delays observed before any sudden changes in the Basic Image of the region take 
place. For an attractive region, in the process of decline, those delays extend its stay on 
the attractive side and they are due to the strong attachment to an area displayed by both 
business units and people. Some business activities are maintained in districts where the 
original reasons for their development are no longer significant, or even no longer exist. 
This phenomenon is sometimes referred to as “industrial inertia”. While the main reasons 
for the business units attachment to any area are economic, in the case of people they are 
essentially psychological. The strength of those psychological factors has been reflected on 
the poor results of various government schemes aiming to transfer unemployed workers and 
their families from depressed to more prosperous areas. This finding verifies the existence 
of strong “residential inertia”. Boschma and Lambooy (1999) argue that the poor ability 
of old agglomerations to learn, innovate and adapt is explained in terms of socio-cultural 
factors rather than purely economic factors.

Divergence is usually recognisable in the case of two competing regions, especially 
in a period of rationalisation of their main business activities. Some regions lack the 
resources to launch a recovery, whereas others have the potential for revival (Kotler et al., 
1999). The line between successful and open regions and old industrial, insular, inward-
looking industrial districts can be very thin. Some agglomerations, when confronted with 
catastrophic changes in their regional specialisation, have displayed a strong vitality, like 
the Boston region and the Birmingham region. On the other hand, similar agglomerations, 
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like the Ruhr area, the Manchester area, the Liverpool area and the Newcastle upon Tyne 
area, have followed a quite different trend of no adaptation and, therefore, decline (Boschma 
and Lambooy, 1999).

The idea of inaccessibility, although never expressed in this explicit way, is not 
novel in literature. The loss of confidence of the community in the future of a region leads to 
accelerated immigration, rapid shifts in investment and physical neglect. The more sudden 
the loss of confidence, the more rapid the decline. A region in decline enters a vicious 
circle as the problems mount and at the same time the region’s financial resources and 
consequently its ability to face those problems decrease. The blight spreads at an accelerating 
rate and acts as a negative multiplier reinforcing and speeding up the depression. Once a 
process of regional decline has set in, it becomes self-reinforcing through all kinds of sub 
indicator and accelerator mechanisms (Boschma and Lambooy, 1999). As a place begins 
to lose its attractiveness, forces are released that worsen the situation and the image of 
the place becomes further tarnished. The community raises taxes to maintain or improve 
the infrastructure and to meet social needs, but the higher taxes only accelerate the out-
migration of resources. Unfortunately, the European maps depict numerous places of 
decaying examples (Kotler et al., 1999). The potential of high acceleration in the loss or 
gain of a region’s attraction power, once it has entered a cycle of deprivation or prosperity, 
suggests that in such cases a range of values of its Basic Image representing neutrality may 
be generally considered as unstable and, therefore, practically unattainable. 

6. Modeling a Region’s Basic Image

6.1  The general form of the model

We have so far shown that the process of shaping a region’s Basic Image has all 
the properties characterising phenomena which may be modeled in terms of Catastrophe 
Theory. Hence, we may now use Catastrophe Theory to estimate a region’s Basic Image. It 
is reminded that the Basic Image of a region has been defined as a function of two conflicting 
indicators. Therefore, the appropriate elementary catastrophe is the cusp. Consequently, 
the value x , of a region’s Basic Image, at each point in time, is given as a solution of the 
equation:
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Equation (1) is referred to as the Basic Image Equation and its graph is qualitatively 
equivalent to the Cusp Catastrophe Graph (Figure 2).
 The variables α, β express the values of the two Indicators, while α0, β0, express the 
values of those two Indicators for the “typical” region. The point (α0, β0) corresponds to 
the vertex of the cusp, while tanm   represents the slope of the cusp axis and expresses 
the relative weights attached to each one of the two indicators in defining the Basic Image. 
For the purposes of this work, the values of all Indicators lie in the interval [0,1], whereas 
the value of its Basic Image lies in the interval [-1,1]. The value of the “typical” region's 
Basic Image is 0. Hence, positive Basic Image indicates an attractive region that may be 
considered as a potential final choice by the various groups of prospective movers.

Figure 2: The Cusp Catastrophe graph in the case of Basic Image

 

The position of the cusp in Figure 2 is indicative. The trajectory of a region’s Basic 
Image lies on the Basic Image surface. As long as the trajectory remains on the upper 
section of this surface, the area is attractive, whereas in case the trajectory moves on 
the lower part, the region becomes repulsive. 1 2TT  and 3 4T T  are typical trajectories of an 
area’s Basic Image and ' '

1 2T T , ' '
3 4T T  are their projections on the two dimensional Control 

Space C . The line KM is the locus of breaking points for areas undergoing sudden loss of 
attractiveness while the line KN  is the locus of turning points for regions going through 
a phase of sudden increase of attractiveness. ' ' ' ',K M K N  are the projections of KM , KN  
on the Control Space and ' 'K E  is the projection on C  of the cusp axis. 
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We have so far defined a region’s i  Basic Image as a function of a multitude of 
factors, grouped into two potentially conflicting indicators. A large variety of indicators, 
either simple or composite, quantifying the economic, social and environmental dimension 
of a region may be found in the relevant literature (Hammond et al., 1995; Freudenberg, 
2003; Slavova, 2008; Eurostat Regional Yearbook, 2008). For the purposes of our model, 
those indicators are expressed as the geometric mean of several Sub indicators, each of 
which depends on a number of factors among those affecting the region’s Basic Image. 
The use of this geometric mean is justified by the fact that each one of the Sub indicators 
affecting the respective indicator is considered to be critically important for this indicator’s 
value. Consequently,
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where, h
iIND  denotes the thh  Indicator of region i  and h

ijSbI denotes the thj  Sub indicator 
of region i , which is related to Indicator h .  Each Sub indicator h

ijSbI  is defined as a non-
linear function of a respective Relative Index h

ijRI . This index is, in turn, a function of all 
variables, measured or estimated, affecting the Sub indicator and may be defined in the 
following two ways:
 The values of all variables, expressed in relative terms with respect to the typical 

region, are used to obtain directly the Relative Index h
ijRI , 1, 2h  , 1, 2, ,i n  , 

1, 2, ,j m  .
 The variables are classified into various sets, depending on the specific component 

of the Sub indicator they affect. The values of all variables which belong to every 
set, expressed in relative terms with respect to the typical region, are used to 
obtain directly the respective Relative Sub indices 

k

h
ijRSI , 1, 2h  , 1, 2, ,i n  , 

1, 2, ,j m  , 1, 2, ,k r  . Finally, those Sub Indices are combined so as to give 
Relative Index:
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where, , 1, 2, ,kw k r   are weights indicating the relative importance attached to 
each Sub index in defining the respective Relative Index.



22 

Vasilis Angelis and Katerina Dimaki

Figure 3: An indicative Transformation of a Relative Index 
into the corresponding Sub indicator
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Once the Relative Index has been defined, its values are transformed so as to obtain 
the corresponding values of Sub indicator h

ijSbI . For the purposes of the model, this 
transformation has been based on available data but, also, on assumptions consistent with 
generally accepted views expressed in literature. In the case of a given sub indicator h

ijSbI , 
depending on a Relative Index h

ijRI , a simple relationship has been used. As long as the 
value of the Relative Index h

ijRI  is close to 1, the value of the corresponding sub indicator 
remains also close to 1, i.e. close to the typical region’s value, thus indicating a limited 
variation of the sub indicator’s influence on the region’s Image. However, as the value 
of the Relative Index h

ijRI  becomes substantially greater or lower than 1, in other words 
substantially better or worse than the typical region’s value, h

ijSbI  also increases rapidly, 
indicating its strong influence on the region’s development. An indicative transformation 
is shown in Figure 3. The prospective user of the model, however, may easily modify this 
transformation if his underlying set of assumptions is different.

Note that each Sub indicator and the respective Relative Index summarize the same 
aspect of a region’s development. The transformation used works as a standardization 
process and it is needed to ensure that: 
 all sub indicators have the same range. For the purposes of the model, all sub indicators 

have the same range values –usually [0,2]; hence, the range of their product is [0, 2n ] 
and, consequently, the range of ,  1, 2;  1, 2, ,h

iIND h i n    is also [0,2]. In certain 
cases, however, the dominance of a particular sub indicator needs to be emphasized. 
This may be done by increasing its range. In such a case, the range of the remaining 
sub indicators must be modified, so that the range of their product remains the same 
i.e. [0, 2n ]. 

 the effect of changes in the values of variables on the values of the respective sub 
indicators follow the same pattern for all sub indicators. 
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6.2   Estimation of the model parameters for the case under study

Returning to the present case, it is reminded that the factors affecting a region’s Basic 
Image may be allocated into two sets, according to whether they express the economic or 
the social aspect of the region. The factors of the first set provide a measure of the region’s 
economic development prospects. This measure is referred to as the Economic Indicator. 
Similarly, the factors of the second set provide a measure of the region’s social profile. 
This measure is referred to as the Social Indicator. Furthermore, each of those Indicators 
is expressed as the geometric mean of several Sub indicators as shown below: 
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                                                                                           where 
1
iIND : The Economic Indicator of region i   2

iIND : The Social Indicator of region i  

1
1iSbI : The Location Sub indicator of region i  2

1iSbI : The Housing Conditions Sub indicator of 
region i  

1
2iSbI : The Land Availability Sub indicator of 

region i  
2
2iSbI : The Social Conditions Sub indicator of 

region i  

1
3iSbI : The Financial Conditions Sub indicator 

of region i  
2
3iSbI :  The Environmental Conditions Sub 

indicator of region i  

It should be noted that 1
iIND , 2

iIND  coincide with the coefficients a  and b  of the 
Basic Image Equation (equation (1)). A clear overview of the variables affecting a region’s 
Basic Image and their conversion through Sub Indices, Relative Sub indices, Relative 
Indices and Sub-indicators into Indicators and, finally, into the region’s Basic Image is 
given in Table 2. One may argue that some significant variables expressing the region’s 
power to retain/attract movers belonging to various groups are missing from Table 2. 
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Table 2:  Conversion of the variables affecting the Basic Image of region i

INDICATORS, INDICES AND VARIABLES CONCERNING REGION i  
Indicators 
of region 

i  

Sub indicators  
of region i  

Relative Indices 
of region i  

Relative Sub 
indices 

of region i  

Sub indices 
of region i  Variables 

Economic 
Indicator 

1
iIND  

Location  
Sub indicator  

1
1iSbI  

Relative Location  
Index  

1
1iRI  

  Size of Influence 
Centres  

  
Distance/Cost 
from Influence 
Centres 

Land Availability  
Sub indicator  

1
2iSbI  

Relative Land 
Availability Index  

1
2iRI  

  
Area 

Population 

Financial Conditions 
Sub indicator  

1
3iSbI  

Relative Financial 
Conditions Index  

1
3iRI  

  

Gross Domestic 
Product,  

Population 

      

Social 
Indicator 

2
iIND  

Housing Conditions  
Sub indicator  

2
1iSbI  

Relative Housing 
Conditions Index  

2
1iRI  

Relative Housing 
Availability 
Sub index 

1

2
1iRSI  

Housing 
Availability 
Sub index 

1

2
1iSI  

Total Number of 
Houses 

Population 

Relative Housing 
Quality 

Sub index 

2

2
1iRSI  

Housing 
Quality 

Sub index 

2

2
1iSI  

Number of New 
Houses 

Total number of 
Houses 

Social Conditions  
Sub indicator  

2
2iSbI  

Relative Social 
Conditions Index  

2
2iRI  

Relative Health 
Services 

Sub index 

1

2
2iRSI  

Health 
Services 

Sub index 

1

2
2iSI  

Number of 
Doctors 
Number of 
Hospital Beds 
Population 

Relative 
Educational 

Services 
Sub index 

2

2
2iRSI  

Educational 
Services 

Sub index 

2

2
2iSI  

Number of 
Teachers 
Number of 
Classrooms 

Population 

Environmental 
Conditions Sub 

indicator  
2
3iSbI  

Relative 
Environmental  

Conditions Index  
2
3iRI  

Relative Industrial 
Pollution 
Sub index 

1

2
3iRSI  

Industrial 
Pollution 
Sub index 

1

2
3iSI  

Industrial 
Electricity 
Consumption 
Total Electricity 
Consumption 

Relative Car  
Pollution 
Sub index 

2

2
3iRSI  

Car  
Pollution 
Sub index 

2

2
3iSI  

Number of Cars 

Population 
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Such variables include labour availability/quality and financial incentives for 
investors, as well as job availability/quality, employment earnings and financial incentives 
for employees. This is a plausible argument but, on the other hand, it must be noted that 
those factors will be used in a next step, which is, however, beyond the scope of this paper, 
for the estimation of a region’s Specific Images, as perceived by the various groups of 
potential movers. The Specific Images express the degree to which the members of each 
group consider the region as their best final choice. A physically realisable measure of those 
Images is the net change, over a period of time, in the number of the members of each group 
present in the region. As it has already been mentioned, those changes may be generally 
considered as the delayed and considerably smoothed consequences of the changes in the 
Basic Image. Hence, a region’s Basic Image, as defined, gives a reliable overall estimate 
of the region’s prospects of development and an early warning for any potential danger. 
Finally, it must be underlined that the choice of variables used for the estimation of a 
region’s Basic Image depends, among other things, on the availability of data. In any way, 
however, our intention in this paper is to provide a generic framework for the estimation of 
a region’s Basic Image. Within this framework, every researcher may make the appropriate 
modifications according to both his research requirements and the data availability. 

All the Sub Indicators presented in Table 2 are defined below.

The Location Sub indicator 
Every business activity, in order to operate effectively and efficiently, requires access 
to sources of raw materials, commerce and service centres, as well as clusters of other 
industries. In other words, it requires access to what we may generally call “influence 
centres”. An area, the location of which offers “influence centres”, has a strong comparative 
advantage over its competitors in attracting industrial units. 
 The Location Sub indicator of region i , ( )2

3iSbI , is a non linear transformation of the 
Relative Location Index ( )2

3iRI , which expresses the region’s relative position with respect 
to the various influence centers. Every region is generally surrounded by more than one 
influence centers. Hence, the Relative Location Index expresses the total influence exerted 
on region i  by all influence centres. In other words, the Relative Location Index is the 
sum of r  Relative Location Sub indices ( )1

1 , 1, 2, ,
kiRSI k r= , each one expressing the 

influence exerted on region i  by the respective influence centre k . Hence,

1 1
1 1

1
k

r

i i
k

RI RSI


 .

Furthermore, each of the Relative Location Sub indices is a function of:
 The influence centre’s size, as defined by its Gross Domestic Product, expressed in 

relative terms.
 The region’s accessibility to the given influence centre, which depends on

the cost of transporting a unit quantity between region i  and the given influence 
centre, expressed in relative terms.

The degree of a region’s spatial discontinuity, as defined by the transport modes 
available and their transportation capacity, expressed in relative terms.
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The Land Availability Sub indicator 
Measuring land availability is a delicate subject. If the area available for business use is 
considered fixed, as in the case of an area surrounded by a clearly defined “green belt”, 
then land availability, at any time, may be measured as the fraction of the area which is 
available for use. Generally, however, the area available for business use is allowed to 
expand in order to accommodate any further growth. Although expansion is not limitless, 
the measure presented above is meaningless in this case. A more suitable measure would 
be the density of population in the surrounding region. High density indicates a high degree 
of urbanization in the area and makes further expansion difficult. Local regulations on land 
use must also be taken into account, whenever it is necessary.
 The Land Availability Sub indicator of region i , ( )2

3iSbI , is a non linear transformation 
of the Relative Land Availability Index ( )2

3iRI , which is defined as the inverse population 
density ratio for this region expressed in relative terms.

The Financial Conditions Sub indicator 
The term refers to the level of general economic conditions prevailing in the region and, 
somehow, reflects the standard of living of its inhabitants. The Financial Conditions Sub 
indicator of region i , ( )1

3iSbI , is a non linear transformation of the Relative Financial 
Conditions Index ( )1

3iRI , which is defined as the region’s relative gross domestic product 
per capita expressed in relative terms. 

The Housing Conditions Sub indicator
The Housing Conditions Sub indicator of region i , ( )2

1iSbI , is a non linear transformation 
of the Relative Housing Conditions Index, ( )2

1iRI , which combines two aspects of the 
region’s housing stock: availability and quality. Housing availability is expressed through 
the Relative Housing Availability Sub index ( )

1

2
1iRSI , which is the ratio of the total number 

of houses available over the population, expressed in relative terms. Housing quality is 
expressed through the Relative Housing Quality Sub index ( )

2

2
1 jRSI , which is the ratio 

of the number of new houses over the total number of houses, expressed in relative terms. 
Hence, on the basis of the above we have that:

1 2

2 2
1 1 2 12

1
1 2

i i
i

w RSI w RSI
RI

w w





, where , 1,2kw k   are the appropriate weights. 

The Social Conditions Sub indicator 
The Social Conditions Sub indicator of region i , ( )2

3iSbI , is a non linear transformation of 
the Relative Social Conditions Index, which combines two aspects of the region’s social 
profile, health services and educational services.  
 The level of health services is expressed through the Relative Health Services Sub 
index, ( )

1

2
2iRSI , which is the weighted average of two ratios: the ratio of the number of 
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doctors available in the region over its population, expressed in relative terms and the ratio 
of the number of hospital beds available in the region over its population, measured in 
relative terms.
 Similarly the level of educational services is expressed through the relative 
Educational Services Sub index, ( )

1

2
3iRSI , which is a weighted average of two ratios: the 

ratio of the number of teachers available in the region over its population and the ratio of 
the number of school classrooms available in the region over its population, both ratios 
expressed in relative terms. Hence, on the basis of the above we have that:

1 2

2 2
3 2 4 22

2
3 4

i i
i

w RSI w RSI
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




, where , 3,4kw k   are the appropriate weights. 

The Environmental Conditions Sub indicator 
Environment is a unity wherein many elements interact but several of them may be 
distinguished; air pollution, water pollution, noise, solid waste disposal, and dereliction of 
land. For the purposes of the present work, two sources of environmental degradation are 
considered: excessive industrialization and heavy use of cars.
 The Environmental Conditions Sub indicator of region i , ( )2

3iSbI , is a non linear 
transformation of the Relative Environmental Conditions Index, ( )2

3iRI , which combines 
two aspects of the region’s environmental profile, industrial pollution (excessive 
industrialization) and car pollution (heavy use of cars).  
 The level of industrial pollution is expressed through the Relative Industrial Pollution 
Index, ( )

1

2
3iRSI , which is the ratio of the total annual electrical consumption in the region 

over the electrical consumption for industrial uses only, expressed in relative terms.
 The level of car pollution is expressed through the Relative Cars Pollution Index, 
( )

2

2
3iRSI , which is the ratio of the region’s population over the total number of cars 

available, expressed in relative terms. Hence, on the basis of the above we have that:

1 2

2 2
5 2 6 22

2
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i i
i

w RSI w RSI
RI

w w





, where , 5, 6kw k   are the appropriate weights.

7.     Application of the Proposed Model

The methodology presented in the previous section is now used for the estimation of 
the Basic Image of the 13 regions of Greece (Figure 4). The required data have been drawn 
from the official site of the Hellenic Statistical Authority. The results are shown in Table 3, 
which gives the values of Economic Indicator, Social Indicator and Basic Image for all 13 
regions of Greece for the year 2005. The values of Economic and Social Indicator for the 
typical region have also been calculated and found to be 0.45 and 0.52 respectively.   
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Figure 4: The 13 Greek Regions

 

1. Attica 
2. Central Greece 
3. Central 

Macedonia 
4. Crete 
5. East Macedonia 

and Thrace 
6. Epirus 
7. Ionian Islands 
8. North Aegean 
9. Peloponnese 
10. South Aegean 
11. Thessaly 
12. West Greece 
13. West 

Macedonia 

Source: http://upload.wikimedia.org/wikipedia/commons/9/9d/GreeceNumberedPerepheries.png

Table 3: Basic Image values for the 13 Greek Regions
1m  , 0 0.45α , 0 0.52β

REGION Economic 
Indicator 

Social 
Indicator BASIC IMAGE

1.  ATTICA 0.6969 0.4748 0.7493
2.  EAST MACEDONIA & THRAKI 0.4355 0.4436 -0.4954
3.  CENTRAL MACEDONIA 0.5234 0.5083 0.4663
4.  WEST MACEDONIA 0.4989 0.5655 0.4579
5.  EPEIROS 0.4840 0.6169 0.4666
6.  THESSALY 0.5283 0.4930 0.4646
7.  IONIAN ISLANDS 0.3676 0.5732 -0.1755
8.  WEST GREECE 0.5023 0.4841 0.3649
9.  STEREA ELLADA 0.5673 0.4445 0.5222
10. PELOPONNISOS 0.5107 0.5158 0.4398
11. NORTH AEGEAN 0.2238 0.5485 -0.4405
12. SOUTH AEGEAN 0.2605 0.5754 -0.3588
13. CRETE 0.2801 0.5494 -0.3952
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By looking at the results the following conclusions may be drawn:
All mainland regions have positive Basic Image with the exception of East Macedonia 

and Thrace, whereas all island regions have negative Basic Image.
East Macedonia and Thrace, the only mainland region with a negative Basic Image 

value, is a remote border region with poor accessibility, something which is reflected 
in the relatively low value of its Economic Indicator.  Hence, any effort to improve its 
Basic Image should start from the improvement of its accessibility i.e. transportation 
infrastructure and means.  

The negative Basic Image value of all island regions is a natural consequence of 
their high spatial discontinuity which makes it extremely difficult for them to attract 
economic activities involving transportation of materials and goods. All efforts aiming 
to reduce their geographic discontinuity, through the improvement of transportation 
infrastructure and means, have limited results. Hence, a realistic alternative way to 
overcome the problem will be to bypass geographic discontinuity through one of the 
following measures or a combination of them:
Development of local business activities, not requiring extensive transportation of 

physical entities. The effectiveness of this measure, however, is questionable, as 
the potential markets for the local products are usually very limited. 

Development of business activities for which unfavourable location is not 
necessarily a handicap. Tourism is such an activity, where geographical discontinuity 
may not be a problem but, on the contrary, in certain cases, a strong comparative 
advantage. The exclusive dependence of the region’s development, however, on 
a single activity, such as tourism, is vulnerable to external factors and therefore 
risky.

Establishment of a communication network, where no discontinuity occurs. In this 
way, the regions will be able to attract or develop economic activities involving 
the production of intangible goods (financial services, computer software) locally, 
which, then, may be communicated to customers located elsewhere. The rapid 
development of Information and Communication Technologies (ICT) over the last 
years has made the third solution possible.

The choice of the proper measure or combination of measures depends on the specific 
characteristics of the region given. 

The estimation of a region’s Basic Image for a given year gives a “snapshot” view 
of a region’s development. A more interesting exercise however, would be to estimate the 
region’s Basic Image for a number of years, to identify its respective trend and to study its 
changes. It must be noted that the way in which the Basic Image has been structured, allows 
the researcher to determine not only the changes in the region’s Basic Image value, but also 
the causes of those changes. Going backwards from the Basic Image, through indicators, 
sub indicators, indices and sub indices to the variables, one can identify the real causes 
of the Basic Image changes. Hence, the Basic Image may prove a very useful managerial 
tool for both local authorities and business firms. The local authorities may use the Basic 
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Image in order to monitor the development of the various regions, get an early warning of 
any potential problems they may face and take the necessary measures to prevent them. 
The business firms on the other hand, may use the Basic Image in order to follow the 
development of various regions, assess their potential for future growth and take the proper 
location and investment decisions.

8.     Conclusions and Suggestions for Further Research

A region’s development depends on its ability to retain existing business activities 
and attract new ones. This ability depends on what we call the Image of a region and it is 
a measure expressing the region’s current state of development and its future prospects. 
The paper introduced the concept of a region’s Basic Image, developed a mathematical 
model for its estimation, applied the model to the case of the thirteen regions of Greece and 
presented the results. The Basic Image gives a “true” picture of a region’s development, 
an early warning of any future problems. Furthermore, its structure allows a researcher to 
identify not only the changes in the Basic Image values, but also the causes of those changes 
and, hence, take the necessary measures. Consequently, the Basic Image may prove to 
be a very useful managerial tool, which can help the authorities to improve the region’s 
attractiveness and future prospects of development. The application results seem logical 
and expected. They show that the proposed model expresses a region’s attractiveness in 
a realistic way, in the sense that it quantifies the region’s appeal to the full range of its 
existing and potential business units and employees.

A special note, however, should be made for the island regions. As it has been 
mentioned in the previous section, all islands have negative Basic Image values expressing 
their difficulty in attracting economic activities involving heavy transportation of raw 
materials and finished goods. However, a number of alternative measures for overcoming 
this problem have been proposed, opening up new prospects for those regions’ growth. 
Hence, the Basic Image should be redefined so as to take into account these prospects and 
the effects of measures taken in this direction. This redefinition of a region’s basic image is 
one of the main areas for further research. 

The Basic Image, as defined so far, has left out a number of important variables, 
endogenous or exogenous. Hence, another area of further research would be to redefine a 
region’s Basic Image, so as to include some of those variables. A first set of such variables 
may be those related to the region’s environmental conditions and could define a third 
indicator, which may be referred to as Environmental Indicator. A second set of variables 
may be those related to the prevailing socio-economic environment in which the region 
operates and could define a fourth indicator, which may be referred to as General Economic 
Climate Indicator. As it has been seen in section 5, in the case of three or four indicator the 
most appropriate elementary catastrophes are the Swallowtail and the Butterfly catastrophes 
respectively. Hence, our task will be to examine how those elementary catastrophes may be 
used to model the enriched Basic Image.  
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The Impact of Mining and Services Industries
on the Structural Change of Australia

Ikhlaas Gurrib1

Abstract

Both services and mining industries gained relatively more importance in the structural changes 
occurring, particularly in recent years, where the rate of structural change has increased. The 
study aims at defragmenting the mining and services industries, and analyses their impacts on 
structural change. VAR model, where activity is measured in terms of output, shows social and 
business services to have more forecasting abilities than other variables. On the hand, VAR 
model where activity is measured in terms of investment shows the mining industry to have 
relatively less Mean Absolute Errors forecasts. Results deteriorate as one moves from one step 
ahead to twelve step ahead forecasts, suggesting longer periods of one step ahead forecasting 
should be used to avoid cyclical fluctuations in activity variables such as output or investment 
for industries.

Keywords: Australia, mining, services, VAR, structural change

JEL classification: L16, N15, O11

1. Introduction and Background to Study
 

Structural change and economic development have always been part of the 
economics literature since Smith (1776). More recent research includes Silva and Teixeira 
(2008) and Krüger (2008) who survey previous literature on structural change at different 
aggregation levels. Structural change plays a critical role in the process of economic growth 
in raising standards of living for any economy. In the Australian context, the Productivity 
Commission is chartered by the government to facilitate adjustment within the economy by 
those individuals, firms and regions affected by economic change, by providing accurate 
information about structural change in Australia since the 1970s (Productivity Commission, 
1998).

The framework of this study is based upon an extension of the traditional three-
sector hypothesis, i.e. primary (agriculture and mining), secondary (manufacturing and 

1  Fellow of Financial Institute Services of Australasia (FINSIA); Assistant Professor at the Cana-
dian University of Dubai, Sheikh Zayed Road, Dubai, UAE, PO Box 117781, ikhlaas@cud.ac.ae 
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construction), and tertiary sectors (private services) mostly affect economic growth, 
measured in terms of employment or output. Earlier contributions supporting this 
hypothesis are Fisher (1952), Wolfe (1955) and Fourastié (1969). Neoclassical growth as 
Solow (1956) as well as new growth theory like Lucas (1988) disregard such hypothesis by 
assuming sectoral composition to be constant such that there is no structural change. More 
recent research have tried to complement structural change with formal growth theory 
(e.g. Bonatti and Felice, 2008), but in these models causality between economic growth to 
structural change was simply assumed. 

The aim of this study is to look at the structural change in Australia since the 1960s, 
with particular reference to the impact of the service and mining industries, where the 
country has experienced three mining booms over the 50 year period. The traditional three-
sector hypothesis mentioned above will be extended to a four-sector hypothesis based upon 
using the United Nations (UN) International Standard Industrial Classification (ISIC) for 
agriculture, mining and market and non-market services industries. The study is broken 
down further to each Australian State level to allow an analysis of the trend in activity 
flowing from each state. This latter part of the study, which looks at the forecasting ability of 
activity in the service and mining industries, is beneficial especially due to recent regulatory 
barriers being lifted in Western Australia to allow for uranium mining and increasing iron 
ore trade with China. The rest of the paper looks at some literature review pertinent to the 
study, followed by some emphasis on data and research methodologies. Research findings 
are presented before giving some concluding remarks.

2. Literature Review

In an attempt not to duplicate the already replete literature on structural change, 
only those relevant to the study are reviewed. Meckl (2002) and Kongsamut et al. (2001) 
show that balanced growth is possible consistent with significant changes in the sectoral 
composition. Structural change theory literature is broadly divided into two arms, i.e. 
preference changes in demand and sectoral specific productivity gains. For the former arm, 
societies consume products and services according to their personal preferences and hence 
spend their income in a certain distribution for goods of the primary, secondary and tertiary 
sector. The distribution varies with increasing income. Supported by Engel’s law, the share 
of basic needs as primary products decreases as income increases. Fourastié (1969) links 
this transfer of preferences with a hierarchy of needs associated with different saturation 
levels for the goods of the three sectors. He even postulates that the demand for goods and 
services in the tertiary goods will never drench. Rowthorn and Ramaswami (1999) support 
these views by providing evidence of different income elasticities among the three core 
sectors, where income elasticity in the service sector is above one. For the latter arm, the 
productivity hypothesis indicates that different levels of technical progress among sectors 
will shift the sector shares. Technical progress results in better production process, which 
means less input of employment is needed to produce one unit of output, which in turn 
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reduces prices of goods and services produced. Baumol (1967) and Meckl (2002) provide 
evidence that different productivity increases are responsible for economic development. 
Fourastié (1969) argue preference changes in demand is the driving force of structural 
change. Dietrich and Kruger’s (2008) analysis of Germany’s structural change provides 
additional support to the demand side perspective. No matter what perspective is taken, 
higher growth rates of any economy GDP in one period should lead, via rising income and 
changing demand to more structural change or to a higher speed of structural change in the 
following periods, measured either in terms of output or employment of core economic 
sectors.

 Echevarria (1997) investigates the relations between sectoral structures and economic 
growth, and find a hump shaped relationship between economic growth (measured as 
growth rate of Real GDP per capita) and sectoral composition. The author provides views 
that sectoral composition plays a major role for the growth rate of GDP. Aiginger (2001) 
studies the relationship between economic dynamics and structural change of production 
by using the norm of absolute values (NAV) and a disaggregation of 23 sectors or 99 
industries, and finds structural change has a more significant impact on growth than vice 
versa. Productivity Commission (1998) looks at the manufacturing sector and its structural 
change for 15 OECD countries, and finds considerable differences in both sector and 
industry specific growth rates. This paper contributes to existing literature by defragmenting 
the mining and services industries of Australia, and analyses how they affect the structural 
change in the Australian economy.

3. Data and Research Methodology

For the purpose of this study, structural change is measured by using a traditional 
method called the coefficient of compositional structural change or structural change index 
(SCI)1. The SCI for output can be defined as half the sum of the absolute value of the 
differences in value-added shares over a time period, and is calculated as follows: 

 
1

1
2

N

t
SCI



  ( ), , i t i t xφ φ --  (1)

where, and, φi,t and φi,t–x represent each industry’s share of total value-added at time t and 
t-x. Absolute values guarantee negative and positive changes in industry shares do not annul 
each other when summed up across industries. The amount of structural change equals 
exactly the share of the movements of the sectors as a percentage of the whole economy. 
If the structure remains unchanged, the indicator is equal to zero and if all sectors change 
at its most, which means the whole economy has a total change, then the index is equal to 
unity (Dietrich, 2009).

1  Earlier literature also called it the Norm of Absolute Values (NAV) Michaely Index (Michaely, 
1962) or Stoikov Index (Stoikov, 1966).
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Before conducting any structural change analysis, it is important that the data are 
comparable. Further, the SCI results are sensitive to the level of industry aggregation, price 
movements and time period, which need consideration before interpretation. Information 
on value-added, employment and investment for Australia within the mining sector was 
sourced from the International Economic Data Bank (IEDB) and cross checked out 
with the Australian Bureau of Statistics (ABS). While SCIs can be biased by the level 
of industry aggregation, results from De Laine, Lee and Woodridge (1997) find a similar 
result on Australian employment data for 11 and 54 industry disaggregations. To allow the 
possibility of future comparative studies among different countries, the United Nations 
(UN) International Standard Industrial Classification (ISIC) is adopted for agriculture, 
mining and market and non-market services industries. More importantly, five subdivision 
level industries (ISIC C 10-14) have been implemented for the Mining Industry2, Business 
Services subdivided into 5 sublevels (ISIC K 70-74), and Social Services into 3 sublevels 
(ISIC 75, 80 and 85)3. 

Due to the sensitiveness of price movements over time, the distinction between 
using current and constant prices, when examining the changing share of output/investment 
accounted for by various industries, becomes important. Resources are transferred from one 
industry to another due to changes in demand and supply, which in turn are influenced by 
changes in relative prices and non-prices factors like quality, competition and government 
policies. By using current prices, SCIs captures the impact of all changes on the total value 
of goods and services produced (Productivity Commission, 1998). Current price data 
are preferred to constant price data, due to the sensitiveness of the base year when using 
constant prices, which requires rebasing of data series4. In choosing the time period for 
comparison, year-to-year comparisons have a tendency to exhibit significant variability 
which suggests the influence of temporary and cyclical fluctuations in activity. To ensure 
the effect of longer term changes in output and investment shares between industries, five 
years window periods were chosen. Five is substituted for x in equation 1 above. In line 
with the Reserve Bank of Australia (RBA) which identified three mining booms since the 
1960s (see BIS 2010) the data is set from 1960 to 20105. When conducting the same SCI 
analysis at State levels, Gross State Product (GSP) as opposed to Gross Domestic Product 
(GDP) is used. Due to little or no activity in the mining sector of New South Wales (NSW), 
it is combined with Australian Capital Territory (ACT).  

2  See, ISIC (2010) for ISIC classification codes.
3  Only Business Services and Social Services are analysed due to their relative significance over 
other kinds of services.
4  Clark, Geer and Underhill (1996) provide a good example of the need to rebase constant prices 
in the Australian agricultural sector.
5  These booms were the 1960s/early 1970s mining and energy boom, the late 1970s/early 1980s 
energy boom, and the current (2010) mineral and energy boom.
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4. Research Findings

4.1 Activity by Industry

Compared to the 19th century where Australia’s agriculture accounted for about 
one third of output, the 20th century witnessed significant activity for the manufacturing 
and service sector. As it can be observed in Figure 1 below, by 1950, employment in the 
manufacturing sector rose to roughly 25 percent, compared to 15 percent at the start of the 
century. While the share of manufacturing has continued being dropped since the beginning 
of the mining boom in 1960s, service industries have emerged strongly to reach above 80 
percent in 2010. A possible explanation to the decline of manufacturing and surge of service 
can be explained since in the 1950s services were closely linked to manufacturing, with 
whole trade and transport supporting the production and distribution of secondary goods. 
From then, the share of distribution services has dropped continually with the declining 
importance of manufacturing. On the other hand, the fastest growing service industries in 
recent years have been the business services, the social services and the personal services, 
as observed in Figure 2. Although not reported here, it is important to note that service 
industries tend to be more labour intensive than other sectors, with 85 percent of the 
Australian work force, but only 70 percent of investment.

More relevant to the study is the share of nominal output of the mining industry 
which has witnessed considerable volatility since the 1960s, but has drifted upwards to 
around 8 percent in the 2009-2010 period as shown in Figure 3. The first two peaks in the 
Investment Figure can be attributed to the early 1970s and early 1980s mining booms as 
reviewed by BIS (2010). Interestingly, investment in the mining industry in the 2009-2010 
period has well exceeded those from the two previous mining booms, reaching 19 percent. 
The mining booms in recent years have also had positive effects on other industries in 
Australia. Figure 2 supports strong demand for mining related construction. Further, there 
has also been a shift in the composition of the manufacturing industry towards mining 
related manufacturing, and away from import competing manufactures. In spite of the 
increase in investment share, employment in the mining sector remains subdued, reflecting 
more concentration on capital intensive methods compared to the service sector. 

While the service sector dominates the share of output and employment, Australia’s 
exports are still led by the mining industry as shown in Figure 4, where mining exports 
were around half of the country’s export revenues. It can also be observed that the shares 
of manufacturing and services exports rose through the 1990s, but declined in recent years. 
This can be attributed to the strengthening of commodity prices, and the demand of China 
for more Australian iron ore and other minerals. 

4.2 Activity by State

Since activity is based on employment, a look at the Australian population movement 
across states is vital. From Figure 5, there has been a shift from South Eastern states like 
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Victoria, New South Wales (NSW), Australian Capital Territory (ACT), towards Western 
Australia (WA) and Queensland (QLD). The population in Victoria was the highest in the 
1850s due to the gold rush, but since then it has dropped significantly due to the 1890 
depression and migration towards Western Australia where mining booms occurred 
(Blainey, 1963). Compared to the 19th century, it can be seen that changes in the population 
shares towards WA and QLD have occurred smoothly with current mining trends being less 
labour intensive than their predecessors. Western Australia and Queensland have grown 
relatively strong, with their combined share of output and employment rising to over 
30 percent recently, compared to 20 percent in the 1960s. Sturdy population growth has 
contributed to faster output growth in these states relative to the national average over the 
past two decades. These resource-rich states contributed more to the nation’s investment as 
shown in Table 1.

4.3 Structural Change

Based on equation (1), SCI is calculated to measure the change of the share of 
different industries in total nominal output, employment and investment over five years. The 
same calculation is replicated to measure the change in economic activity across Australian 
states. These different indices help us to identify periods of high rates of structural change 
and periods of relative stability over the past 50 years. Results are reported in Figure 6. 

Findings suggest that structural change was high from the late 1960s through to the 
late 1970s, from the late 1980s through to mid 1990s, and more so in recent times. The 
earlier structural changes can be attributed to investment booms in mining in the late 1960s 
and business services in the late 1980s. These led to rising output shares in these industries 
in the coming years. Resources have moved from agriculture and manufacturing towards 
more appealing industries, i.e. mining and services. In early 1990s, increase in structural 
change by industry and state were associated mostly with the recession, in which there 
was a sharp contraction in manufacturing output and employment. Although not reported 
here, Victoria and South Australia were the most affected due to their relatively large 
manufacturing industries. The mid 1960s and early 200s both experienced periods of solid 
economic growth and price stability. 

The rate of structural change appears to have increased in recent years, partly led by 
the mining boom in WA and QLD. This can be noticed in the measure of nominal output, 
reflecting the sharp rises in commodity prices. The measure of investment across states 
also supports the relative increases in rate of structural change, although by industry, the 
measure remains well below the peak of the late 1980s6. Importantly too, structural change 
in employment has not picked up to the same extent as investment. This is backed by the 
fact that the mining industry is still a relatively more capital intensive industry, hence, a 
lower share of the total Australian work force. Although not reported here, changes in real 
output SCI remained low compared to investment SCI, suggesting the unavoidable lag 

6  This period was associated with the commercial property boom in Australia.
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between investment and real output7. Moreover, the rate of structural change across all 
states has been the highest since the 1960s on most measures. This reflects that the current 
mining boom is larger and more geographically concentrated than the previous boom in the 
late 1960s and early 1980s. Nonetheless, the strong growth in WA and QLD has been quite 
broad across industries.  

4.4  Factors driving Structural Change

4.4.1  Economic Development 

Australian policy changes over the last 50 years are one of the major causes of 
structural change. These policy changes include deregulation of a broad category of service 
industries and a reduction in trade protectionist barriers imposed on goods producing 
industries. Forsyth (2000) shows that these policies have increased the relative share of 
services in Australia by enhancing competition. Particularly, the deregulation of the finance 
industry in the 1980s and the start of compulsory superannuation gave a big boost to the 
growth of funds management and banking. Reforms also include cuts in the protectionist 
trade barriers previously imposed in the manufacturing industry. Since the early 1970s, 
these barriers were gradually wound back. Productivity Commission (2010) support that 
the effective rate of assistance to manufacturing has dropped from 35 to 5 percent in the last 
40 years. The agricultural sector has also witnessed drops in tax concessions and subsidies, 
which were particularly allocated during droughts or low commodity prices. Lower trade 
barriers have given households access to lower imported goods, hence benefiting from the 
comparative advantage of East Asia manufacturing goods. This is consistent to Dwyer and 
Fabo (2001) who also find that the removal of these barriers have led to the manufacturing 
sector being increasingly export oriented than before.

4.4.2  Increase in demand for services

With increases in Australia real income per capita, consumer demand for services has 
increased the share of services in the Australian economy. In fact, the share of consumption 
spent on services has risen from 40 to 60 percent over the last 50 years, reflected by upward 
trends in educational, health, and recreational expenditures. Similar trends of increasing 
share of services in output can be found in other economies as shown in Connolly and 
Lewis (2010). Most importantly, the increase of the share of services has coincided with 
increasing labour share as well. For instance, the increase in the proportion of working 
couples has led to more demand for services such as child care, pre schooling, house 
maintenance and aged care. These services were previously classified as households and 
thus not production. Similarly, more health services were demanded as a result of increase 

7  Real output is based upon choosing a base year for constant prices. The choice of base year 
affects the results as supported by Clark, Geer and Underhill (1996) and is not further pursued in 
that paper.
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in prolonged existence. The service industries provide much more flexible working hours 
than traditional manufacturing or agricultural production, hence, its preference for the 
working class population.

4.4.3 East Asia Emerging Markets

Although Australia manufacturing and agricultural shares of the total output produced 
have decreased partly because of the shift towards services and mining industries, this 
was also due to the emergence of East Asia as fierce competitors of manufacturing goods 
globally. Having one of the lowest regional labour costs, East Asian economies’ share of 
global manufacturing have more than doubled since the last 40 years. This process started 
by Japan in the 1960s, followed more recently by newly industrialized countries like China. 
While Australia share of global manufacturing fell consequently, China and Japan’s need 
for mining resources as part of their production process meant a much more significant rise 
in Australia’s exports, particularly in the iron ore and coal exports. On top of economic 
reforms mentioned earlier, adequate Australian government policies have also played a 
vital role in the rise of its mining industry. For example, to encourage mining activity, an 
embargo imposed on iron ore exports was lifted in the 1960s, together with the introduction 
of bulk carriers. This kept transportation costs at lower levels than previously held. A more 
recent important policy change is the removal of the ‘no mining policy’ in Western Australia 
in 2008 on the uranium industry. While almost 100 percent of the uranium is exported, such 
policy changes added value to the structural change of the economy towards the mining 
industry.

4.4 Robustness testing

From the above analysis so far, it can be observed that there has been structural 
changes from the traditional agricultural and manufacturing industries towards the services 
and mining industries. The increase in the rate of structural changes can also be found in 
more recent periods than earlier ones. However, it is also important to understand whether 
the mining or the services industry is leading those structural shifts in the Australian 
economy. While existing literature is full of granger causality testing, the latter allows 
only for one step ahead prediction in bivariate settings8. If all the above variables are 
considered simultaneously, there might be more benefits in the predictive power of the 
resultant equation. A vector autoregressive (VAR) model provides a solution to both of 
these issues9 and can be generalized in matrix notation10 as follows: 

8  See, Erdil and Yetkiner (2004) for review of granger causality tests between structural change 
and other variables.
9  See, Webb (1988) on the forecasting reliabilities of VAR models.
10  While (2) is for a 2 variable multivariate setting with two variables yt and zt , it can be expanded 
to accommodate for all the different independent variables used in traditional Granger causality 
tests.
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where a′ s and β′ s are parameters. The epsilons are white noise, i.e, 
E ( i

tε ) = 0,
Var ( i

tε ) = σ2, 
Covar ( i

tε , i
sε ) = 0, where i, j = y, z and i ≠ j, t ≠ s.

To ensure that the vector of endogenous variables are stationary in our VAR models, 
stationarity testing using Augmented Dickey Fuller (ADF) tests is carried out to avoid 
spurious regression. All variables in the VAR models are found to be stationary in their 
levels. The optimal lag length is obtained by minimizing the Schwarz Information Criteria 
for the two VAR models and results are provided in Table 2. While there is no exact date 
for the start of the recent boom in Australia, 2007 is chosen as the time where the mining 
boom severely tested the productive capacity and flexibility of the Australian economy as 
per BIS (2010). This is supported by earlier findings in Figure 6, where SCI indices for 
both nominal output and investment increased significantly, at states and industry levels. 
Similar to Gurrib and Ahmad (2010), each VAR model is estimated using data through to 
January 2007 and forecasts were computed for each month through September 2008. The 
forecasts for February 2007 were compared with actual data and the resulting one-step 
ahead errors were recorded; forecasts for February were used for two-step ahead errors; 
and similarly, forecast errors up to twelve steps ahead were calculated. The process was 
then updated for one month, with the model estimated through February 2007 and forecasts 
made until February 2008. This process or estimation and forecasting was repeated each 
month through July 2010. Results of the forecast errors are reported in Table 3.

Findings support that both VAR models performed better than a naïve model with 
a no change forecast. In fact, values for Theil inequality statistics were less than unity, 
indicating that the VAR models forecasted outperformed a naïve no change forecast. The 
VAR 1 model which includes the structural change index at nominal output level (SCIOt ), 
shows that social services and business services had more significant forecasting abilities on 
Australia’s nominal output due to their lower Mean Absolute Error (MAE) forecasts than in 
the VAR 2 model. On the other hand, the VAR 2 model which includes the structural change 
index at investment level (SCIIt ), shows the mining industry had more forecasting ability 
than the services industry due to its lower MAE than VAR 1 model. These two findings 
support earlier results that social services and business services had some significant impact 
on the volatility of structural change over the last 50 years. Results also support the mining 
industry has gained more momentum in recent years due to the recent ongoing boom. 
However, in most instances, the relative accuracy decreases with the forecast window as 
we move from one step to twelve step ahead forecasts, suggesting that a longer time period 
forecast (say three years) compared to one month forecast is of more value, due to the 
influence of temporary and cyclical fluctuations in activity which can obscure the effects of 
longer term changes in output and investment shares between the two industries. 
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5. Conclusion

Structural change had a tendency to witness volatility over the last 50 years in Australia. 
Noticeable shifts from the traditional agricultural and manufacturing industries have been 
observed, with the services and mining industries capturing most of those structural shifts 
in the economy. These movements occurred not only due to Australia policy changes in 
regards of deregulation and removal of protectionism, rising demand for services and more 
trade with emerging markets, but also due to three mining booms that occurred in the last 
fifty years. The rate of structural change has increased, particularly in recent times, due to 
the ongoing mining boom where states like Western Australia and Queensland had larger 
shares of output and investment relative to others. While one Vector Autoregressive model 
supports social and business services to have some forecasting abilities when structural 
change is measured in terms of nominal output, the other VAR model suggests the mining 
industry have lower Mean Absolute Error forecasts, when structural change is measured in 
terms of activity in investment. Forecasts tend to deteriorate as data are regressed from one 
to twelve step ahead months. This suggests a need of longer forecast period for each step to 
avoid cyclical fluctuations when measuring structural change.
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Figure 6: Structural Change Indices 

Figure 5: Australian Population by State 

Note: SCIs are calculated as half the sum of the absolute five-year change in five-year average 
industry shares or state shares. Data is set from 1960 to 2010. Output refers to value added by 
industry and gross state product (GSP). Investment includes business and public investment, but 
excludes dwelling investment and cultivated biological resources.
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Table 1: Activity Share of States (per cent)

   Source: ABS and RBA.
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Table 2: Lag length of VAR models
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Table 3: VAR Forecast Error Statistics

VAR 1              1-step                  6-step           12-step

Variables MAE Theil U MAE Theil U MAE Theil U

SCIO 1.52 0.85 1.31 0.82 1.74 0.91

MIN 2.3 0.95 2.54 0.94 2.36 0.98

BSERV 1.76 0.82 1.81 0.84 1.92 0.89

SSERV 1.3 0.81 1.51 0.83 1.68 0.86

VAR 2              1-step                  6-step           12-step

Variables MAE Theil U MAE Theil U MAE Theil U

SCII 1.66 0.87 1.76 0.92 1.95 0.95

MIN 0.93 0.71 1.02 0.76 1.12 0.78

BSERV 2.12 0.94 2.27 0.95 2.43 0.98

SSERV 1.83 0.91 1.95 0.95 2.11 0.94

Note: MAE (Mean Absolute Error) has been annualized and reported in percentage points.

This table reports the Mean Absolute Error forecast (MAE) and Theil Inequality U statistics for VAR 1 and VAR 2 models.  VAR 1 model includes the structural 
change index ( ), mining industry activity variable ( ) and business services (  and social services ( ).  VAR 2 model includes the structural
change index ( ), mining industry activity variable ( ) and business services (  and social services (  ).   measures the change in the share 
of the different industries in total nominal output, while  measures the change in the share of the different industries in total investment.   and  are 
calculated as half the sum of the absolute five-year change in five-year average industry shares.  Data is set from January 1960 to July 2010.  These data are based on 
the International Standard Industrial Classification (ISIC).  Results are reported for 1-step, 6-step and 12-step ahead forecasts. 

Note: MAE (Mean Absolute Error) has been annualized and reported in percentage points 
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The Dynamics of Relationship between exports
and economic growth in India

P. K. Mishra

Abstract

In this era of open economy, nations are concerned with increasing the quality of life of their 
citizens. And, the quality of life mainly comes from the macro-economic prosperity. Thus, fast 
growth of gross domestic Product has become the most important objective of any economy. 
There are various approaches to achieve this target of which one strategy is to promote exports 
of the country. At this juncture, an important issue immediately breaks the minds of economists 
and researchers, that is, whether export promotion leads to higher economic growth or 
economic growth promotes exports. Thus, this paper is an attempt to reinvestigate the dynamics 
of the relationship between exports and economic growth for India over the period 1970 to 
2009. Applying popular time series econometric techniques of cointegration and vector error 
correction estimation, the study provides the evidence of stationarity of time series variables, 
existence of long-run equilibrium relation between them, and finally, the rejection of export-
led growth hypothesis for India by the Granger causality test based on vector error correction 
model estimation. 

Keywords: Export-led Growth Hypothesis, India, GDP, Granger Causality, Error Correction 
Model

JEL Classification Code: C22, C32, F43 

1.  Introduction

In this era of open economy, nations are concerned with increasing the quality of life 
of their citizens. And, the quality of life mainly comes from the macro-economic prosperity. 
Thus, increasing Gross domestic Product is the most important objective of any economy. 
There are different approaches to achieve this target of which one possibility is to promote 
exports. At this juncture, an important issue immediately cracks the minds of economists 
and researchers, that is, whether export promotion leads to higher economic growth or 
economic growth promotes exports growth. Thus, economists came up with different 
views at different times and the literature puts forward a debate for researchers and policy 
1 Assistant Professor of Economics, Siksha O Anusandhan University, Khandagiri, Bhubaneswar, 
Orissa, India-751030, e-mail: pkmishra1974@gmail.com
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makers since the last few decades. One school of thought argues in favour of export-led 
growth hypothesis while the other school advocates for growth-driven export hypothesis. 
In addition, the existing literature also provides the evidence that export promotion leads to 
economic growth and economic growth leads to export promotion, i.e., the bi-directional 
causality between exports and economic growth. 

The Export-led growth hypothesis generally reflects the relationship between exports 
and economic growth. The proponents of such hypothesis argue that export promotion 
through policies such as export subsidies or exchange rate depreciation will increase 
economic growth. The substance of the neo-classical arguments underlying the export-led 
growth hypothesis is that competition in international markets promotes economies of scale 
and increases efficiency by concentrating resources in sectors in which the country has a 
comparative advantage. These positive externalities promote economic growth (Bhagwati, 
1978; Balassa, 1978; Krueger, 1978; Feder, 1982; Krueger, 1990; Vohra, 2001; Ullah et al., 
2009). On the contrary, the argument that economic growth promotes export growth stands 
on the idea that gains in productivity give rise to comparative advantages in certain sectors 
that lead naturally to export growth. Also, countries with high growth rates and relatively 
low absorption rates must necessarily export the excess output (Arnade and Vasavada, 1995; 
Fosu, 1996; Thornton, 1996; Henriques and Sadorsky, 1996; Sharma and Panagiotidis, 
2005). In addition, some studies demonstrate that there exists a bi-directional relationship 
between these variables such that export causes economic growth and economic growth 
causes export (Dutt and Ghosh, 1994; Thornton, 1997; Shan and Sun, 1998a; Shan and 
Sun, 1998b; Khalafalla and Webb, 2001). 

It is due to such contradicting evidences about the dynamic relation between exports 
and economic growth that many developing countries are still in dilemma whether to open 
up their economies to promote international trade or whether they should concentrate on 
economic activities that will promote international trade. Today, there has been much 
worldwide debate about Doha Development Agenda, Trade for Aid discussion, etc. and 
a good number of researchers and policy makers believe that developing countries can 
achieve economic growth through free market while others believe that developing 
countries should protect their industries from imported goods and promote their economic 
activities which will lead to the economic growth. 

Now, it is believed that the rapid growth of China and India is mainly due to the 
expansion of their exports. “The success of China and India largely caused by both the 
export-led growth and access to technology through globalization” (Stiglitz, 2007). Exports 
imply access to the global market and permit increased production while trade encourages 
efficient allocation of resources, and trade contributes to economic growth by generating 
long-run gains (Easterly, 2007). Thus, India can be an interesting case study of the export 
and economic growth relationship.

It is against this backdrop that the paper attempts to revisit the issue of the relationship 
between growth of exports and economic growth in case of India for the period 1970 to 
2009. The rest of the paper is organised as follows: Section 2 reviews the theoretical as well 
as empirical literature; Section 3 discusses the data and methodology; Section 4 makes the 
empirical analysis; and section 5 concludes. 
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2.  Literature Review

The argument concerning the role of exports as one of the main deterministic factors 
of economic growth is not new. It goes back to the classical economic theories by Adam 
Smith and David Ricardo, who argued that international trade plays an important role in 
economic growth and that there are economic gains from specialisation. 

The argument of the neo-classical economists is that competition in international 
market promotes economies of scale and increases efficiency by concentrating resources 
in sectors in which the country has a comparative advantage. These positive externalities 
promote economic growth.  

These theoretical arguments regarding exports-economic growth nexus have been 
empirically verified by economists and researchers at different times. A number of studies 
including Jung and Marshall (1985), Chow (1987), Darrat (1987), Hsiao (1987), Bahmani-
Oskooee et al (1991), Kugler (1991), Dodaro (1993), Van den Berg and Schmidt (1994), 
Greenaway and Sapsford (1994), and Islam (1998) have had adopted time series analysis 
for exploring the causal liaison between exports growth and output growth. Using the 
Granger (1969), Sims (1972) and Hsiao (1987) causality procedures, these studies failed to 
provide an unvarying conclusion about the export-led growth hypothesis. However, these 
time series studies were not free from disparagement. Although standard Granger or Sims 
tests are only valid if the original time series are not cointegrated, none of these studies 
checked the cointegrating properties of the time-series variables involved. When two or 
more time series variables are cointegrated, inferences based on traditional time-series 
modelling techniques will be misleading, as pointed out by Granger (1988), this is because 
traditional causality tests would miss some of the “forecastability”, hence, reach incorrect 
conclusions about causality. Moreover, all the studies reviewed above used growth of Gross 
Domestic Product (GDP) and that of exports which are akin to first differencing and filter 
out long-run information. In order to alleviate such occurrences, cointegration and error-
correction models have been recommended to combine the short-term as well as long-
run information. Bahmani-Oskooee and Alse (1993) took all these issues into account and 
employed quarterly instead of annual data for the nine countries studied. The study found 
strong empirical support for two-way causality between exports growth and GDP growth 
in eight out of nine countries. 

Darrat (1986) worked on four Asian countries, (Hong Kong, South Korea, Singapore, 
and Taiwan) and found no evidence of unidirectional causality from exports to economic 
growth in all the four economies. In the case of Taiwan, however, the study detected 
unidirectional causality from economic growth to export growth. 

Kim (1993) has examined the major trends of key macroeconomic variables in South 
Korea and Chile and correlated them to export performance. Kim identified exports as a 
major source of economic growth and provided the evidence of the validity of the claim that 
an open and trade-oriented economy is not only the best guarantee for long-term economic 
growth, but it lightens the initial impacts of external shocks. Kim, further, mentioned that 
there are factors other than trade which increase economic growth.  
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Erfani (1999) examined the causal relationship between economic performance and 
exports over the period of 1965 to 1995 for several developing countries in Asia and Latin 
America. The results showed the significant positive relationship between exports and 
economic growth. This study provides the evidence of export-led growth hypothesis. 

Vohra (2001) showed the relationship between the exports and economic growth 
in India, Pakistan, Philippines, Malaysia, and Thailand for the period 1973 to 1993. The 
empirical results indicated that when a country has achieved some level of economic 
development then the exports have a positive and significant impact on economic growth. 
The study also showed the importance of liberal market policies by pursuing export 
expansion strategies, and by attracting foreign investments. 

Subasat (2002) investigated the empirical linkages between exports and economic 
growth. The study suggested that the more export-oriented countries like middle-income 
countries grow faster than the relatively less export-oriented countries. The study further 
showed that export promotion does not have any significant impact on economic growth 
for low and high income countries. 

Amavilah (2003) determined the role of exports in economic growth by analyzing 
Namibia’s data from 1968 to 1992. Results explained the general importance of exports, 
but the study finds no discernible sign of accelerated growth due to exports. 

Lin (2003) stated that 10 per cent increase in exports cause 1 per cent increase in 
GDP in the 1990s in China on the basis of new proposed estimation method, when both 
direct and indirect contributions are considered. 

Shirazi et al (2004) studied the short-run and long-run relationship among real 
exports, real imports, and economic growth on the basis of co-integration and multivariate 
Granger causality test as developed by Toda and Yamamoto (1995) for the period 1960 to 
2003.This study showed a long-run relationship among imports, exports, and economic 
growth and found unidirectional causality from exports to output. But, it did not find any 
significant causality between imports and exports. 

Thurayia (2004) studied the relationship between exports and economic growth 
experience in Saudi Arabia and Sudan. Results showed that the growth rate in total exports 
in Saudi Arabia had an active role in achieving economic growth while it had a weak 
influence in Sudan. The results of cointegration and error correction models showed a 
positive effect of exports on GDP in the short- and long- run, which confirms the validity 
of the hypothesis of export-led growth in Saudi Arabia, and Sudan. 

Mah (2005) studied the long-run causality between exports and economic growth for 
China with the help of the significance of error correction term, 1tEC  . This study indicates 
that export expansion is insufficient to explain the patterns of real economic growth.  

Tang (2006) stated that there is no long-run relationship among exports, real Gross 
Domestic product, and imports. This study further shows no short- and long-run causality 
between export expansion and economic growth in China on the basis of Granger causality 
test while economic growth does Granger-cause imports in the short-run. 

Jordaan (2007) analyzed the causality between exports and GDP of Namibia for the 
period 1970 to 2005. The export-led growth hypothesis is tested through Granger causality 
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and cointegration models. It tests whether there is unidirectional or bi-directional causality 
between exports and GDP. The results revealed that exports Granger-cause GDP and GDP 
per capita, and suggested that the export-led growth strategy through various incentives has 
a positive influence on growth. 

Rangasamy (2008) examined the exports and economic growth relationship for 
South Africa, and provides the evidence that the unidirectional Granger causality runs from 
exports to economic growth.

Pazim (2009) tested the validity of export-led growth hypothesis in three countries 
by using panel data analysis. And, it is concluded that there exists no significant relationship 
between the size on national income and amount of exports for these countries on the 
basis of one-way random effect model. The panel unit root test shows that the process for 
both GDP and exports at first glance is not stationary, while the panel co-integration test 
indicates that there is no co-integration relationship between the exports and economic 
growth for these countries.  

Ullah et al (2009) re-investigated the export-led growth hypothesis using time series 
econometric techniques over the period of 1970 to 2008 for Pakistan. The results reveal 
that export expansion leads to economic growth. 

Elbeydi, Hamuda and Gazda (2010) investigated the relationship between exports 
and economic growth for Libya for the period 1980 to 2007. The findings indicate that there 
exists a long-run bi-directional causality between exports and income growth, and thus, the 
export promotion policy contributes to the economic growth of Libya. 

The study of the dynamics of the relation between growth of exports and economic 
growth has been addressed by a number of researches in the context of India. Nandi and 
Biswas (1991) found the evidence of unidirectional causality from growth of exports to 
economic growth. This study does not test for stationarity and conduct Sims causality test 
on the levels of the income and export variables. Given that the levels of the income and 
export variables are usually non-stationary, the results are unreliable.  

Sharma and Dhakal (1994) offer some evidence of the export-led growth hypothesis 
for India, but the empirical evidence offered by it is unreliable. The study concludes that 
the income and export series for India are non-stationary using the Phillip-Perron test. It 
tests for causality, but does not test for cointegration. However, the correct application of 
Granger tests requires the identification of a possible cointegrating relationship.

Bhat (1995) re-examines the exports-economic growth nexus for India, and finds 
evidence of bi-directional causality between growth of exports and economic growth. Xu 
(1996) confirms rejection of the export-led growth hypothesis for India. Ghatak and Price 
(1997) conclude that growth of exports is caused by output growth in India. Dhawan and 
Biswal (1999) examine the same issue for the period 1961 to 1993, and find that growth in 
GDP causes growth in exports while causality from exports to GDP appears to be a short-
run phenomenon. 

Nidugala (2000) finds that exports had a crucial role in influencing GDP growth 
in the 1980s. Anwar and Sampath (2000) examine the export-led growth hypothesis for 
97 countries (including India, Pakistan and Sri Lanka) for the period 1960 to 1992. They 
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found the evidence of unidirectional causality in the case of Pakistan and Sri Lanka, and 
no causality in the case of India. However, Kemal et al (2002) finds a positive association 
between exports and economic growth for India as well as for other economies of South 
Asia.

In case of India, Chandra (2000; 2002) found bi-directional causal relationship 
between growth of exports and GDP growth which is a short-run causal relation, as 
cointegration between growth of exports and GDP growth was not found. 

Sharma and Panagiotidis (2004) test the export-led growth hypothesis in the context 
of India, and the results strengthen the arguments against the export-led growth hypothesis 
for the case of India. 

Raju and Kurien (2005) analyzed the relationship between exports and economic 
growth in India over the pre-liberalization period 1960-1992, and found strong support 
for unidirectional causality from exports to economic growth using Granger causality 
regressions based on stationary variables, with and without an error-correction term.

Dash (2009) analyzes the causal relationship between growth of exports and economic 
growth in India for the post-liberalization period 1992-2007, and the results indicate that 
there exists a long-run relationship between output and exports, and it is unidirectional, 
running from growth of exports to output growth.  

It is, therefore, clear from the above literature review that the evidence regarding 
exports-economic growth nexus is rather ambiguous and mixed. A number of studies support 
the export-led economic growth while others do not. Furthermore, studies on this issue in 
the context of India are only a few, and again provide mixed evidences. Also, the literature 
lacks studies including the period of recent global financial crisis. Therefore, this paper is 
an attempt to re-investigate the exports-economic growth nexus for India considering the 
period of recent global financial downsizing. This study shall provide the useful information 
helpful to policy makers. It can serve as a reference to subsequent research works on the 
issue ‘exports-economic growth nexus’ in the context of India.

3.  Data and Methodology

The objective of this paper is to investigate the dynamics of the relationship between 
exports and economic growth in India using the annual data for the period 1970 to 2009. In 
this study, the variables are Total Exports by India (EX) and Economic Growth (EG). Total 
Exports by India is the sum of oil, and non-oil exports expressed in crores of rupees. And, 
the real Gross Domestic Product (GDP) is used as the proxy for economic growth in India. 
All necessary data for the sample period are obtained from the Handbook of Statistics on 
Indian Economy published by Reserve Bank of India1. All the variables are taken in their 
natural logarithms to avoid the problems of heteroscedasticity. 

The estimation methodology employed in this study is the cointegration and error 

1 See, the web data at: http://www.rbi.org.in/scripts/AnnualPublications.aspx?head=Handbook of 
Statistics on Indian Economy
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correction modeling technique. The entire estimation procedure consists of three steps: 
first, unit root test; second, cointegration test; third, the error correction model estimation.

3.1  Unit Root Test

 The econometric methodology first examines the stationarity properties of each time 
series of consideration. The present study uses Augmented Dickey-Fuller (ADF) unit root 
test to examine the stationarity of the data series. It consists of running a regression of the 
first difference of the series against the series lagged once, lagged difference terms and 
optionally, a constant and a time trend. This can be expressed as follows:

 
0 1 2 1

1

p

t t j t j t
j

Y t Y Y 


      α α α α ε . (1)

 The additional lagged terms are included to ensure that the errors are uncorrelated. 
In this ADF procedure, the test for a unit root is conducted on the coefficient of 1tY   in the 
regression. If the coefficient is significantly different from zero, then the hypothesis that 

tY  contains a unit root is rejected. Rejection of the null hypothesis implies stationarity. 
Precisely, the null hypothesis is that the variable tY  is a non-stationary series ( 0 2: 0H α
) and is rejected when 2α  is significantly negative ( 2: 0aH α ). If the calculated value of 
ADF statistic is higher than McKinnon’s critical values, then the null hypothesis ( 0H ) is not 
rejected and the series is non-stationary or not integrated of order zero, I(0). Alternatively, 
rejection of the null hypothesis implies stationarity. Failure to reject the null hypothesis 
leads to conducting the test on the difference of the series, so further differencing is 
conducted until stationarity is reached and the null hypothesis is rejected. If the time series 
(variables) are non-stationary in their levels, they can be integrated with I(1), when their 
first differences are stationary.

3.2  Cointegration Test 

Once the unit roots are confirmed for data series, the next step is to examine 
whether there exists a long-run equilibrium relationship among the variables. This calls for 
cointegration analysis which is significant so as to avoid the risk of spurious regression. 
Cointegration analysis is important because if two non-stationary variables are cointegrated, 
a Vector Auto-Regression (VAR) model in the first difference is mis-specified due to the 
effects of a common trend. If cointegration relationship is identified, the model should 
include residuals from the vectors (lagged one period) in the dynamic VECM system. In this 
stage, Johansen’s cointegration test is used to identify cointegrating relationship among the 
variables. The Johansen method applies the maximum likelihood procedure to determine 
the presence of cointegrated vectors in non-stationary time series. The testing hypothesis is 
the null of non-cointegration against the alternative of existence of cointegration using the 
Johansen maximum likelihood procedure. 

In the Johansen framework, the first step is the estimation of an unrestricted, closed 
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thp  order VAR in k  variables. The VAR model as considered in this study is: 

 1 1 2 2 .....t t t p t p t tY AY A Y A Y BX        ε   (2)

Where tY  is a k  -vector of non-stationary I(1) endogenous variables, tX  is a d -vector 
of exogenous deterministic variables, 1A , ..., pA and B  are matrices of coefficients to be 
estimated, and tε  is a vector of innovations that may be contemporaneously correlated but 
are uncorrelated with their own lagged values and uncorrelated with all of the right-hand 
side variables. 
 Since most economic time series are non-stationary, the above stated VAR model is 
generally estimated in its first-difference form as:
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Where, 
1 1

,
p p

i i j
i j i

A I and A
  

      

 Granger’s representation theorem asserts that if the coefficient matrix   has 
reduced rank r k , then there exist k r  matrices α  and β  each with rank r  such that 

' '
tand Y  αβ β  is I(0). r  is the number of co-integrating relations (the co-integrating 

rank) and each column of β  is the co-integrating vector. α  is the matrix of error correction 
parameters that measure the speed of adjustments in tY .
 The Johansen approach to cointegration test is based on two test statistics, viz., the 
trace test statistic, and the maximum eigenvalue test statistic. 

3.2.1  Trace Test Statistic

 The trace test statistic can be specified as: 
1
log(1 ),

k

trace i
i r

T
 

  τ λ
 
where iλ  is the 

i th  largest eigenvalue of matrix   and T is the number of observations. In the trace test, 
the null hypothesis is that the number of distinct cointegrating vector(s) is less than or equal 
to the number of cointegration relations ( r ).
 
3.2.2 Maximum Eigenvalue Test

 The maximum eigenvalue test examines the null hypothesis of exactly r  cointegrating 
relations against the alternative of r + 1 cointegrating relations with the test statistic: 

max 1log(1 ),rT   τ λ  where 1rλ  is the ( 1)thr   largest squared eigenvalue. In the trace 
test, the null hypothesis of 0r   is tested against the alternative of r + 1 cointegrating 
vectors.

It is well known that Johansen’s cointegration test is very sensitive to the choice 
of lag length. So, at first a VAR model is fitted to the time series data in order to find an 
appropriate lag structure. The Akaie Information Criterion (AIC), Schwarz Criterion (SC) 
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and the Likelihood Ratio (LR) test are used to select the number of lags required in the 
cointegration test. 

3.3  Vector Error Correction Model (VECM)

Once the cointegration is confirmed to exist between variables, then the third step 
entails the construction of error correction mechanism to model dynamic relationship. The 
purpose of the error correction model is to indicate the speed of adjustment from the short-
run equilibrium to the long-run equilibrium state. 

A Vector Error Correction Model (VECM) is a restricted VAR designed for use with 
non-stationary series that are known to be cointegrated. Once the equilibrium conditions 
are imposed, the VECM describes how the examined model is adjusting in each time period 
towards its long-run equilibrium state. Since the variables are supposed to be cointegrated, 
then in the short-run, deviations from this long-run equilibrium will feedback on the 
changes in the dependent variables in order to force their movements towards the long-run 
equilibrium state. Hence, the cointegrated vectors from which the error correction terms are 
derived are each indicating an independent direction where a stable meaningful long-run 
equilibrium state exists. 

The VECM has cointegration relations built into the specification so that it restricts 
the long-run behaviour of the endogenous variables to converge on their cointegrating 
relationship while allowing for short-run adjustment dynamics. The cointegration term is 
known as the error correction term since the deviation from long-run equilibrium is corrected 
gradually through a series of partial short-run adjustments. The dynamic specification of 
the VECM allows the deletion of the insignificant variables, while the error correction term 
is retained. The size of the error correction term indicates the speed of adjustment of any 
disequilibrium towards a long-run equilibrium state. 

In this study the error correction model as suggested by Hendry (1995) has been 
used. The general form of the VECM is as follows:

 

1
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Where   is the first difference operator; 1tEC   is the error correction term lagged one 
period; λ  is the short-run coefficient of the error correction term ( 1 0  λ ); and ε  is the 
white noise. The error correction coefficient ( λ ) is very important in this error correction 
estimation as the greater co-efficient indicates higher speed of adjustment of the model 
from the short-run to the long-run. 
 The error correction term represents the long-run relationship. A negative and 
significant coefficient of the error correction term indicates the presence of long-run 
causal relationship. If both the coefficients of error correction terms in both the equations 
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are significant, this will suggest the bi-directional causality. If only 1λ  is negative and 
significant, this will suggest a unidirectional causality from Y to X, implying that Y drives 
X towards long-run equilibrium, but not the other way around. Similarly, if 2λ  is negative 
and significant, this will suggest a unidirectional causality from X to Y, implying that X 
drives Y towards long-run equilibrium but not the other way around. 

On the other hand, the lagged terms of tX  and t  appeared as explanatory 
variables, indicating a short-run cause and effect relationship between the two variables. 
Thus, if the lagged coefficients of tX  appear to be significant in the regression of t
, this will mean that X causes Y. Similarly, if the lagged coefficients of t  appear to be 
significant in the regression of tX , this will mean that Y causes X. 

4.  Empirical Analysis

At the outset, the Pearson’s correlation coefficient between exports and real GDP is 
calculated over the sample period, and its significance is tested by the t-test. The value of 
Pearson’s correlation coefficient (r) between these two time series over the sample period 
is 0.99. It shows that exports and real GDP are positively related in India and that a very 
high degree of correlation is evident between them. To test whether this value of ‘r’ shows 
a significant relationship between the two time series, student’s t-test is used. The null 
hypothesis of the test is r = 0 against the alternative of r   0. Since the t-statistic at 37 
degrees of freedom is 42.68, and the critical t-value at 5 per cent level of significance is 
less than it, the null hypothesis is rejected. So, it can be said that the correlation between 
exports and real GDP is statistically significant. Correlation, however, does not say anything 
about long-run relationship, and thus, leaves unsettled the debate concerning the long-run 
relationship between exports and real economic growth measured by real gross domestic 
product.  

Now, it is required to determine the order of integration for each of the two variables 
used in the analysis along with their stationarity tests. The Augmented Dickey-Fuller unit 
root test has been used for this purpose and, the results of such test are reported in
Table 1. 

Table 1: Results of Augmented Dickey-Fuller Unit Root Test

Variables in their 
First Differences 

with intercept

ADF Statistic Critical Values Decision

tLEX
-4.94 At 1%  : -4.22

At 5%  : -3.53
At 10% : -3.20

Reject Null hypothesis 
of no unit root 

tLGDP
-4.51 At 1%  : -4.22

At 5%  : -3.53
At 10% : -3.20

Reject Null hypothesis 
of no unit root

Source: Author’s own Calculation
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It is clear from Table 1 that the null hypothesis of no unit roots for both the time 
series are rejected at their first differences since the ADF test statistic values are less than 
the critical values at 10, 5 and 1 per cent levels of significances. Thus, the variables are 
stationary and integrated into the same order, i.e., I(1).

In the next step, the cointegration between the stationary variables has been tested by 
the Johansen’s Trace and Maximum Eigenvalue tests. The results of these tests are shown 
in Table 2. 

Table 2: Results of Johansen’s Cointegration Test

Hypothesized 
Number of 

Cointegrating 
Equations

Eigen 
Value

Trace 
Statistics

Critical Value 
at 5%

(p-value)

Maximum 
Eigen 

statistics

Critical Value 
at 5%

(p-value)

None* 0.432 26.465 20.261(0.006) 20.421 15.892( 0.009)
At Most 1 0.154 6.044 9.164(0.187) 6.044 9.164(0.187)

Source: Author’s own Calculation 
* denotes rejection of the hypothesis at the 0.05 level

The Trace test indicates the existence of two cointegrating equations at 5 per cent 
level of significance. And, the maximum eigenvalue test makes the confirmation of this 
result. Thus, the two variables of the study have long-run equilibrium relationship between 
them. But in the short-run there may be deviations from this equilibrium, and it is required 
to verify whether such disequilibrium converges on the long-run equilibrium or not. Thus, 
Vector Error Correction Model is used to generate such short-run dynamics. Error correction 
mechanism provides a means whereby a proportion of the disequilibrium is corrected in 
the next period. So, error correction mechanism is a means to reconcile the short-run and 
long-run behaviour. 

The estimation of a Vector Error Correction Model (VECM) requires selection of 
an appropriate lag length. The number of lags in the model is determined according to the 
Schwarz Information Criterion (SIC). The lag length that minimizes the SIC is 1. Then, an 
error correction model with the computed t-values of the regression coefficients is estimated 
and the results are reported in Table 3. 

The estimated coefficient of error-correction term ( 1
1tEC  ) in the LEX equation 

is statistically significant and has a negative sign, which confirms that there is not only 
any problem in the long-run equilibrium relation between the independent and dependent 
variables at 5 per cent level of significance, but its relative value (-0.167) for India shows 
the rate of convergence to the equilibrium state per year. Precisely, the speed of adjustment 
of any disequilibrium towards a long-run equilibrium is that about 16.7 per cent of the 
disequilibrium in exports is corrected each year. Furthermore, the negative and statistically 
significant value of error correction coefficient indicates the existence of a long-run 
causality between the variables of the study. And, this causality is unidirectional in our 
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model being running from the real GDP to exports. In other words, the changes in exports 
can be explained by real GDP.

Table 3: Estimates for VECM Regression

1
1 1 10.081 0.167 0.205 0.411t t t tLEX EC LEX LGNP        
2

1 1 10.082 0.0143 0.103 0.216t t t tLGDP EC LEX LGDP        

Independent Variable tLEX tLGDP

Constant
[t-statistic]
(p-value)

0.081
[1.591]
(0.120)

0.082
[4.014]

(0.00027)

1tEC 

[t-statistic]
(p-value)

1
1tEC  = -0.167

[-1.836]
(0.074)

2
1tEC  = 0.0143

[-0.393]
(0.696)

1tLEX 
[t-statistic]
(p-value)

0.205
[1.242]
(0.222)

0.103
[1.557]
(0.127)

1tLGDP
[t-statistic]
(p-value)

0.411
[1.010]
(0.319)

0.216
[1.325]
(0.193)

Source: Author’s own Calculation

The existence of Cointegration implies the existence of Granger causality at least 
in one direction (Granger, 1988). The long-run causality test from the VECM indicates 
that causality runs from real GDP to exports, since the coefficient of the error term in LEX 
equation is statistically significant and negatively based on standard t-test which means 
that the error term ( 1

1tEC  ) contributes to explain the changes in exports. However, the 
coefficient of the error correction term in the GDP equation is negative, but statistically 
insignificant which means that the error correction term ( 2

1tEC  ) does not contribute to 
explain the changes in real GDP. Therefore, there is unidirectional causality running from 
real GDP to exports. 

The coefficients of the first difference of LEX and LGDP lagged one period in LEX 
equation in Table 3 are statistically insignificant which indicate the absence of short-run 
causality from real GDP to exports based on VECM estimates. In order to confirm the result 
of the short-run causality between the ΔLEX and the ΔLGDP based on VECM estimates, a 
standard Granger causality test is also performed based on the F-value. 
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Table 4: Results of Granger Causality Test

Null Hypothesis F-Statistic Probability Decision
ΔLEX does not Granger Cause ΔLGDP 2.522 0.096 Accept
ΔLGDP does not Granger Cause ΔLEX 1.324 0.280 Accept

Source: Author’s own Calculation
(Number of lags = 2)

 The results in Table 4 indicate that real GDP does not Granger-cause the exports at 5 
per cent level of significance. This result supports the previous result obtained from VECM 
that there is no short-run causality at 5 per cent level of significance. Based on this causality 
tests, changes in the real GDP cause changes in exports in the long-run, but not in the short-
run.

5.  Summary and Conclusion

In this paper, the relationship between exports and economic growth in a developing 
country like India has been investigated using popular time series methodologies. The data 
properties are analyzed to determine the stationarity of time series using the Augmented 
Dickey-Fuller unit root test which indicates that the two series are I(1). The results of the 
Cointegration test based on Johansen’s procedure indicate the existence of the Cointegration 
between exports and real GDP. Therefore, the two variables of the study have a long-
run equilibrium relationship between them, although they may be in disequilibrium in the 
short-run. The vector error correction model based on VAR indicates that about 16.7 per 
cent of disequilibrium is corrected every year. In addition, the negative and significant 
error correction term in LEX equation supports the existence of a long-run equilibrium 
relationship between real GDP and exports. Furthermore, the estimates of the VECM 
indicate the existence of a unidirectional causality running from real GDP to exports. The 
Granger causality test indicates that there is a causal relationship running from GDP to 
exports in the long-run, but not in the short-run. 

The results of the empirical analysis lead to the conclusion that both exports and 
economic growth are related to past deviations (error correction terms) from the empirical 
long-run relationship. It implies that all variables in the system have a tendency to quickly 
revert back to their equilibrium relationship. This means that any increase in real GDP 
would have a positive impact on the growth of exports in the long-run. In other words, 
India provides the evidence of growth-driven exports over the sample period. This finding, 
thus, rejects the export-led growth hypothesis in India and corroborates the studies of Xu 
(1996), Ghatak and Price (1997), and Dhawan and Biswal (1999). Moreover, this study 
finds just the opposite result of Dash (2009); that it is exports that have promoted growth 
in India in the period 1992 to 2007, not the reverse. Thus, leaving the issue unsettled may 
be due to the inclusion of a relatively small time horizon in Dash (2009) and about a quite 
long sample period (about 40 years) in this study. 
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The fact is that India’s economy is mostly dependent on its large domestic market 
with external trade accounting for only 20 per cent of the country’s GDP2. In 2008, 
India accounted for 1.45 per cent of global merchandise trade and 2.8 per cent of global 
commercial services export. This supports the finding that the trend in India is not exports-
led growth but rather growth-led exports. 

In 2008-09, global financial meltdown and economic recession in developed 
economies were the major contributors in India’s economic slowdown. Due to this, India’s 
exports declined by 29.2 per cent in June 20093. This steep decline was because countries 
were hit the hardest by the global recession, such as the United States and members of the 
European Union, account for more than 60 per cent of Indian exports. The later part of 2009 
to April 2010, there has been a remarkable surge in India’s exports. In April 2010, exports 
by India reported an increase by 36.2 per cent higher than the level in April 2009. Recently 
it is further reported that India’s export increased by 23 per cent year-on-year basis in 
September 20104. All these support the empirical evidence that the long-term trend may 
not be exports-led growth in India. The policy implication of such empirical evidence may 
be that the Government of India and other policy-planning bodies should devise prudential 
norms and policies to make the macro-economic fundamentals of the country strong enough 
to absorb the external shocks thereby achieving a fast growth of real economic variables 
to ensure a noticeable surge in the country’s exports. In this direction, increasing domestic 
and foreign investments in key areas and ensuring price, interest rate, forex and political 
stabilities would go a long way.  
 However, further investigations are required to resolve such moot point using 
relatively longer time series, and incorporating in the study more number of macro-economic 
variables that governs the growth of exports by the country as well as the economic growth 
of the country. 
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Abstract

This paper estimates an earnings function for Sri Lanka, followed by a decomposition analysis 
of male-female earnings suggest that the gender disparity in earnings largely represents 
‘discrimination’ against women. The findings showed that irrespective of their “inferior” labour 
market attributes, men had average earnings that were considerably higher than the female 
average and that this could be attributed entirely to discrimination in favour of male earners. 
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1.  Introduction

 Despite the high levels of human development, the civil war has affected Sri Lanka’s 
economic growth significantly. Sri Lanka embarked on the liberalisation policies since late 
1970s, and this led to an increase in economic growth; however, this was not reflected on the 
distribution of income, which remained more or less unchanged (Dunham and Jayasuriya, 
2000). In developing countries, Kuznets (1955) has identified the shift of population from 
traditional to modern activities as an important reason for inverted U relationship between 
inequality and development and found that developing countries had relatively greater 
inequality than developed countries. The variations in inequality reflect real differences 
across countries in participation in the modern sectors of the economy and indicate the 
importance of urbanisation and industrialisation in determining the extent of inequality. 
However, a recent work reveals reduced inequality trends in Latin America, which may be 
due to the narrowing of the earnings gap between skilled and to the poor (López-Calva and 
Claudia, 2010).
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 In India, the distribution of income and the process of development based on a 
cross country analysis support the increase in relative inequality in the early stages of 
development followed by a decline in the later stages which is attributed to factors such as 
changes in inter-sectoral shifts in the structure of production, educational attainment and 
labour skills (Ahluwalia, 1976). In China, studies have highlighted powerful divergences 
in earnings among its provinces as well (Knight, Li and Zhao, 2001). It is also noted that 
in China, signs of wage discrimination against minorities and women are strong and the 
productive characteristics of workers are rewarded in the labour market (Knight and Song, 
2003). The decomposition analysis of the rapid increase in mean earnings showed that 
unskilled market wage rose very little in real terms, the impetus came from the rising 
returns to education and the growing gap between the local private sector and other 
ownership factors. According to Cunningham and Jacobson (2003) the policies that attempt 
to equalise earnings-related characteristics across the population are more effective than 
any other type of targeting. However, the issues on trends in poverty and inequality receive 
a range of empirical results, mainly due to the ambiguous concepts, data problems, and the 
adequacy of income measures to gauge welfare and its distribution (Nelson, 1998). Some 
of the recent evidence shows that poverty has been reduced successfully and sustainably, 
where governments used policy interventions to facilitate employment centred structural 
transformations of their economies (UNRISD, 2010).

In Section 2 of this paper, we estimate an earnings function for Sri Lanka based on 
the Consumer Finances and Socio Economic Survey that excluded war-affected districts. 
Section 3 addresses the question of how greater equality by gender and race/ethnicity in 
distribution of earnings would affect earnings inequality. Section 4 summarises the main 
findings of the study.

This study builds on earlier work on the decomposition of income inequality in Sri 
Lanka (Glewwe, 1986; 1988). These studies showed that in the wake of the Sri Lankan 
government's implementation of policies in 1977 to remove governmental controls on the 
economy and to provide incentives for investment, inequality has increased. In this context, 
this study takes a fresh look at income inequality in Sri Lanka, based on a new data set. 

2.  Earnings Function for Sri Lanka  

2.1  Basic Features of the Survey

The total earnings of the 7,826 earners in the Survey (i.e. persons with positive 
earnings) were defined as the sum of their earnings from their primary and subsidiary 
occupations. Table 1 (in Appendix) shows some of the salient features with respect to the 
earners in the Survey such as the average earnings were the lowest for Tamils. 

The second feature is the gap in male-female earnings: males earned, on average, 
41 per cent more than females. 86 per cent of Sinhalese earners lived in rural areas while 
80 per cent of Tamil earners lived on tea estates; the most urbanised ethnic group was the 
Muslims, one-third of whom lived in urban areas. The place of residence, which was home 
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to one out of five of Muslim earners, while only 3 per cent of the Sinhalese earners and 7 
per cent of Tamil earners lived in the Colombo Municipal Area.  

The table also reveals that the proportion of earners with higher educational 
qualifications was very low for Tamils (7 per cent) and the highest for the Sinhalese (44 
per cent). The magnitude of high percentage of school drop outs among Tamils will be 
more significant if we include Tamil heartlands such as ‘Jaffna’ in the sample which has the 
highest school drop-out rates in the country (World Bank, 2000). In many of these areas, 
children have interrupted schooling due to displacement of families by the conflict and 
children are also lured (forcibly or not) to join the civil war. 

2.2 Estimating an Earning Function

The earnings equations were estimated, first, over all the 7,826 earners; then, 
separately for male and female, earners; and lastly, separately for the Sinhalese earners, the 
Tamil earners and the Muslim earners (see, Table 2 in Appendix). 

The estimation results point to the fact that ceteris paribus a move from the estates 
sector to the rural sector and urban sector would increase earnings by 30 and 40 per cent 
respectively. The fact that an overwhelming majority of Tamil earners worked on estates, 
provides an explanation for the lowest earnings of Tamils, compared to Sinhalese and 
Muslims. The effect of residence on earnings also made it felt through the various zones.

Earnings increased with the number of days worked in the week. The average 
numbers of weekly working days were, in terms of ethnicity, 4.9 for Sinhalese earners, 
5.1 for Tamil and 5.0 for Muslim earners and, in terms of gender, 4.8 for men and 5.0 for 
women. Although an increase in age and in years of experience added to earnings, the 
effect of age was stronger than the effect of work experience. The results showed that a 
high education qualification, compared to no schooling, raised earnings by 33 per cent 
and this effect was stronger for male than for female earners (34 against 29 per cent) and 
stronger for Sinhalese than for Tamil earners (37 against 30 per cent). In employment, the 
earnings equation showed that working in the public sector and in the organised private 
sector added, on average, 10-11 per cent to earnings offered in the unorganised private 
sector. 

Despite the details in table 1, the estimation results show that there was no 'ethnic 
effect' per se on earnings in Sri Lanka. After other non-ethnic factors had been controlled 
for, the coefficients on the Tamil and Muslim dummy variables were not significantly 
different from zero, whether in the all earners, male earners or female earners equations. 
The most important of the non-ethnic factors were controlling for the urban/rural/estates 
sectors and for education effects. Firstly, the vast majority of Tamil earners worked on 
estates were average earnings (485 rupees per week) were considerably lower than in the 
rural (854 rupees per week) or urban (1,250 rupees per week) sectors. Secondly, relatively 
few Tamil earners - compared to Sinhalese and Muslim earners - had high educational 
qualifications when such qualifications offered a considerable earnings premium.  
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3.  The Decomposition of Male-Female Earnings

We are using the Oaxaca (1973) and Blinder (1973) decomposition methodology 
to examine the issue of gender difference in earnings represents 'discrimination' against 
women. The male and female earnings equations may be written as: 

 log( )  and log( )F MW W  F F M MX Xβ β    (1)     

where: WF and WM are, respectively, female and male earnings; XF and XM are vectors, 
respectively, of observations on explanatory variables for female and male earnings; βF  and 
βM  are coefficient vectors for the female and male earnings equations.

Alternatively, equation (1) may be written as:

 log( ) - log( )   -    M FW W      M M F F M F F M F MX X ( - ) X (X - X )β β β β β  (2)

or as:

 log( ) - log( )   -    M FW W      M M F F M F M M F FX X ( - ) X (X - X )β β β β β  (3)

The first term in equations (2) and (3) - which may be interpreted as the 'discrimination' 
component - measures the (log) difference in male and female earnings resulting from 
differences in their respective coefficient vectors (βM-βF): in equation (2) these differences 
are evaluated at XF, the observations relating to the female attribute vector; in equation (3) 
they are evaluated at XM, the observations for the male attribute vector. The second term 
in equations (2) and (3), above, measures the (log) difference in male and female earnings 
resulting from differences in their respective attribute vectors (XM-XF): in equation (2) 
these differences are evaluated using βM, the male coefficient vector; in equation (3) they 
are evaluated using βF, the female coefficient vector.

The observed difference between men and women in the logarithm of their earnings - 
log( / )M Fearn earn  - was 0.279 for all earners (See Table 3 in Appendix). Consequently, 
average male earnings were 28 per cent higher than average female earnings1. When, for 
all earners, female attributes were evaluated at male coefficients ('women were treated as 
men'), the log difference in earnings was predicted to be 0.314 which is higher than the 
observed sample difference. In other words, if women were treated 'fairly' - in that their 
earnings attributes were evaluated using male coefficients - then the average log earnings of 
women (6.551) would exceed that observed for men (6.516). However, the superior female 
attributes were translated into earnings using coefficients which were markedly inferior 
to those used for converting male attributes into earnings. As a result, female earners - 
notwithstanding their superior attributes - had average earnings which were considerably 
lower than the male average and this could be attributed entirely to discrimination against 
women earners. 

A similar conclusion emerges when 'men were treated as women'. If male earnings 
attributes were evaluated at female coefficients then average log earnings for men (6.08) 
would be lower than that observed for women (6.237). To put it differently, men in the 
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Sri Lankan Survey had inferior earnings attributes compared to women. However, these 
inferior male attributes were translated into earnings using coefficients which were 
markedly superior to those used for converting female attributes into earnings. As a result, 
male earners - notwithstanding their inferior attributes - had average earnings which were 
considerably higher than the female average and, as has been argued, this fact could be 
attributed entirely to discrimination in favour of male earners. 

4.  Conclusions

 This study estimated an earnings function for Sri Lanka, which explains the 
significant positive effects of urbanisation and education on earnings. Following this, the 
decomposition exercise of male-female earnings indicates the extent to which the gender 
disparity in earnings represents ‘discrimination’ against women. These findings provide 
greater insights into the misconception of the perceived notion of no significant gender 
inequality either in access to health and education services, or in economic welfare and 
income poverty levels (World Bank, 2000). The evidences showed that irrespective of inferior 
attributes, men had average earnings that were considerably higher than the female average 
that attributed entirely to discrimination in favour of male earners. The ethnic and gender 
imbalances in earnings raise wider policy questions that need to be addressed adequately in 
development strategies.
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Appendix

Table 1: The Socio-Economic Position of Earners in Sri Lanka, by Ethnicity

Sinhalese Tamil Muslim All Earners
Number in sample 6,514 1,041 271 7,826
% of Total sample 83 13 4 100
Average earnings total (rupees) 913 571 919 868
Average earnngs (male) 994 647 956 955
Average earnngs (female) 727 480 682 679
%Rural 86 9 63 75
%Urban 13 11 34 14
%Estate 1 80 3 11
% female 30 46 14 32
Average age (yrs) 37 37 36 37
Zone of residence:
Zone 1 47 14 20 42
Zone 2 13 2 12 12
Zone 3 37 77 46 42
Zone 4 3 7 22 4
Marital Status:
% Married 67 71 70 67
% Single/widowed/divorced 33 29 30 33
Educational attainment:
High (passed year 10 or above) 44 7 34 39
Moderate (passed up to year 10) 50 66 61 53
Low (no schooling) 6 27 5 8
Nature of Employment:
% Regular employees 38 62 21 41
% Casual or Contract employees 62 38 79 59
Occupation:
Professional, Managerial or Technical 11 3 12 10
Clerical 12 1 9 10
Sales 4 4 20 5
Service 8 5 11 8
Production 65 87 48 67
Sector of Employment:
Public 13 11 34 14
Organised Private Sector 86 9 63 75
Unorganised Private Sector 1 80 3 11

Notes to Table 1:
Total earnings: sum of earnings from employment in primary and subsidiary occupations. However, 
for all earners, earnings from subsidiary occupations were zero. 
Zone: Zone 1 (Colombo, Gampaha, Kalutara, Galle, Matara); Zone 2 (Hambantota, Monergala, 
ampara, Polonnarwa, Anuradhapura, Puttalam); Zone 3 (Kandy, Matale, Nuwara-Eliya, Badulla, 
Ratnapura, Kegalle, Kurunegala); Zone 4 (Colombo Municipal Area).
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Table 2: Earnings Functions for Sri Lanka

All 

Earners

Male 

Earners

Female 

Earners

Sinhalese

Earners 

Tamil 

Earners

Muslim 

Earners

Urban 0.400

(8.1)

0.513

(8.1)

0.262

(3.5)

0.371

(3.8)

0.077

(0.9)

0.667

(2.1)

Rural 0.303

(6.6)

0.417

(7.0)

0.153

(2.3)

0.257

(2.7)

0.284

(4.0)

0.596

(2.1)

Sex -0.350

(22.1)

- - -0.394

(22.1)

-0.078

(2.4)

-0.392

(2.9)

Age (years) 0.030

(8.3)

0.037

(8.1)

0.020

(3.5)

0.030

(7.4)

0.028

(3.5)

0.056

(2.7)

Age sq -0.0004

(9.5)

-0.0005

(8.7)

-0.0003

(4.2)

-0.0004

(8.6)

-0.0003

(3.3)

-0.0007

(3.0)

Married 0.175

(9.4)

0.231

(8.9)

0.030

(1.2)

0.177

(8.5)

0.088

(2.1)

0.152

(1.2)

Experience (years) 0.006

(5.8)

0.003

(2.6)

0.006

(3.4)

0.007

(6.0)

-0.0003

(0.1)

0.004

(0.5)

Regular employee 0.340

(16.2)

0.308

(11.1)

0.399

(13.4)

0.374

(15.8)

0.127

(2.9)

0.544

(3.4)

Days worked in week 0.133

(30.4)

0.145

(26.6)

0.109

(15.5)

0.131

(27.2)

0.159

(15.1)

0.105

(3.6)

Tamil -0.040

(1.0)

-0.045

(0.9)

-0.031

(0.5)

- - -

Muslim 0.024

(0.6)

0.005

(0.1)

-0.027

(0.3)

- - -

Zone 1 -0.002

(0.1)

-0.010

(0.1)

-0.015

(0.2)

0.052

(1.1)

-0.315

(3.2)

-0.047

(0.3)

Zone 2 -0.174

(3.9)

-0.199

(3.6)

-0.122

(1.6)

-0.113

(2.1)

-0.336

(2.1)

-0.399

(2.1)

Zone 3 -0.221

(5.3)

-0.256

(5.0)

-0.182

(2.6)

-0.161

(3.2)

-0.481

(4.8)

-0.334

(2.0)

Higher education 0.328

(10.6)

0.342

(8.2)

0.293

(6.4)

0.371

(9.7)

0.296

(3.4)

0.130

(0.6)

Middle education 0.136

(5.1)

0.152

(4.0)

0.117

(3.2)

0.176

(5.1)

0.136

(3.7)

0.116

(0.6)

Clerical -0.309

(10.0)

-0.349

(8.2)

-0.211

(4.9)

-0.319

(9.9)

-0.351

(2.1)

-0.376

(1.9)
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Sales -0.396

(9.5)

-0.405

(7.9)

-0.480

(6.0)

-0.409

(8.8)

-0.678

(4.9)

-0.312

(1.5)

Service -0.489

(13.9)

-0.453

(10.1)

-0.490

(7.7)

-0.482

(12.7)

-0.899

(6.6)

-0.535

(2.5)

Production -0.444

(15.3)

-0.458

(11.7)

-0.410

(9.1)

-0.448

(14.5)

-0.578

(4.6)

-0.442

(2.3)

Public Sector 0.098

(3.8)

-0.002

(0.1)

0.334

(7.9)

0.082

(2.9)

0.098

(1.5)

-0.175

(0.9)

Organised Private Sector 0.108

(5.0)

0.043

(1.5)

0.237

(7.2)

0.118

(4.9)

0.067

(1.2)

0.085

(0.6)

Intercept 5.391

(51.1)

4.756

(36.8)

5.055

(30.9)

5.392

(37.9)

5.512

(23.6)

5.046

(8.4)

Notes to Table 2:
Dependent variable is log(total earnings); figures in parentheses are t-values.
Explanatory variables as defined in Table 1. 
Reference categories: male; single; casual or contract employee; Sinhalese; zone 4; low educational 
attainment; professional, managerial, technical occupation; unorganised private sector. 

Notes to the equations:
All earners equation: 7,826 observations; R2 (adj)= 0.433.
Male earners equation: 5,338 observations; R2 (adj)= 0.397.
Female earners equation: 2,488 observations; R2 (adj)= 0.512.
Sinhalese earners equation: 6,514 observations; R2 (adj)= 0.437.
Tamil earners equation: 1,041 observations; R2 (adj)= 0.348.
Muslim earners equation: 271 observations; R2 (adj)= 0.296.
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Table 3: The Decomposition of Differences in Earnings Between Males and Females
 

                                   All Earners

Sample
Average

Women Treated as Men Men Treated as Women

log( / )M Fearn earn ˆ ˆ 
F M F FX Xβ β ˆ ˆ 

M M F MX Xβ β ˆ ˆ 
M M M FX Xβ β ˆ ˆ 

M F F FX Xβ β

6.516-6.237=0.279 6.551-6.237 = 
0.314

6.516-6.551 =    
-0.035

6.516-6.08 = 
0.436

6.08-6.237 =      
-0.157

i  earnM/earnF=exp(0.279)=1.276
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Distribution of poverty and inequality indices for various groups
in Greece using the bootstrap technique

Dimitra Aggelopoulou1, Stavros Zografakis2 and Panayiotis Sypsas3

Abstract

The present work estimates poverty and inequality indices in various groups that are known 
to have high contributions to poverty and inequality, such as farmers, pensioners and families 
with 3 or more children. Using the bootstrap technique, we estimate confidence intervals for 
these indices and examine if the decrease of poverty and inequality during the years 1998/99 
and 2004/05 in these groups is statistically significant or within the boundary of the confidence 
interval. 
 For the purpose of the study, we use household income data from the last two Household 
Budget Surveys (HBS) which cover the entire population of Greece conducted in 1998/99 and 
2004/05 by the National Statistical Service of Greece (NSSG). In regard to the methodological 
issues, we chose the individual as the unit of analysis and the “family equivalence scales” used 
by Eurostat.

Keywords: poverty, inequality.

JEL Classification: D31, I32

1. Introduction

During the last decades the concern for poverty and inequality increased. Many 
empirical studies used different indices to show the magnitude and the intensity of poverty 
and inequality and some of them explored the structure of poverty and inequality by 
decomposing them for various socio-economic groups. Most studies conclude that poverty 
and inequality decreased in Greece during the last decades, and others show that the overall 
inequality arise mainly from inequalities “within” the various socio-economic groups 
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and not “between” them and this result holds regardless of the groups, the indices, the 
equivalence scales or the reference units that have been used (Mitrakos, 2004; Zografakis, 
Mitrakos, 2005; Mitrakos, 2008). These studies also point out that some groups have 
large contributions to overall poverty and inequality, such as households with farmers, 
pensioners or unemployed members, families with many children and especially those with 
household head have low educational level. The purpose of this study is to examine poverty 
and inequality within such groups, and more specifically to study the households that have 
at least one member with income from agricultural occupation, the households with three 
or more children, and the households whose head gets a pension from the Agricultural 
Insurance Organisation (OGA). We estimate poverty and inequality indices along with 
their confidence intervals for these groups, and test if the decrease of poverty and inequality 
during the years 1998/99 and 2004/05 in these groups is statistically significant or within 
the boundaries of the confidence interval. 

In literature, many studies have shown similar results concerning vulnerable 
population groups for many countries. For example, Forster (1995) analyzed poverty 
across three different demographic groups showing that, in general, poverty among single 
parents is significantly higher than among families with three or more children which, in 
turn, have higher poverty levels than all non-elderly families. More recently, Förster και 
Pearson (2002) studied trends and driving forces of income distribution and poverty in 
OECD area. Concerning the changes in relative positions of specific social groups, they 
found that, in those countries where inequalities increased, this happened mostly among 
the working-age population, whilst there were fewer changes among the retirement-age 
population. Changes in income distribution generally favoured the prime-age and elderly 
age groups, particularly those around retirement age. Younger age groups lost ground, in 
particular those aged 18 to 25, reflecting delayed labour market entry. Similarly, poverty 
rates for the elderly fell in all but four countries, youth poverty rates increased, and child 
poverty rates increased slightly in a number of countries. Relative income levels of single 
parents and persons in workless households are very low and have worsened in a number 
of countries.

Tsakloglou and Papadopoulos (2001) provided a methodology for identifying 
population members at high risk of social exclusion using the data of the European 
Community Household Panel (ECHP) and highlighted similarities and differences across 
EU member states. They found that the highest levels of aggregate risk of social exclusion 
were observed in some southern countries (Portugal and Greece) and the UK and the lowest 
in northern and central European countries (Denmark, the Netherlands, Luxembourg and 
Germany). In almost all countries it was observed that the looser the links of the individual or 
the household with the labour market, the higher the risk of social exclusion in comparison 
with the rest of the population. Turning to similarities and differences across demographic 
groups, they found that in almost all countries children are facing a higher risk of social 
exclusion than the rest of the population. To a large extent, this risk is accounted by the higher 
than average risk of social exclusion facing children living in lone-parent households. The 
population share of persons living in lone-parent households varies a lot across the EU and 
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although in all countries this group’s relative risk of social exclusion is higher than average, 
it differs significantly across countries. At the other end of the demographic spectrum, older 
persons seem to face a risk of social exclusion substantially higher than average in only 
two southern countries (Greece and Portugal). As a result, Tsakloglou and Papadopoulos 
concluded that one-size-fits-all policies aimed at fighting social exclusion in Europe are not 
likely to have a significant impact in all countries.

Of great importance is the study of Tsakloglou (2000) who found considerable 
similarities regarding the level and the structure of poverty as well as the role and the impact 
of welfare state policies in the fight against poverty with the rest of the Mediterranean EU 
member-states. Comparisons were made between the four Mediterranean EU member-
states and the three big EU countries (France, UK and Germany) with respect to the 
relative poverty risk and the contributions to aggregate poverty of eight non mutually 
exclusive high poverty-risk groups: households headed by farmers, unemployed, retired, 
all households headed by persons aged 65 or more, one-member households consisting of 
persons aged 65 or more, mono-parental households, households headed by females, and 
households headed by persons with no or low educational qualifications. Tsakloglou found 
that households headed by unemployed or retired persons, persons with low educational 
levels or females are high poverty-risk groups in all countries under examination, (are high 
poverty risk groups) with no significant differences between different countries other than 
the population shares of these groups. On the other hand, there are considerable cross-
country differences for the group of households headed by farmers, unemployed persons 
and the group of mono-parental households. Tsakloglou found that in all Mediterranean 
countries (including France) the poverty risk of households headed by farmers is higher 
than that of the rest of the population. The opposite is observed in the UK and, especially, 
Germany1. In addition, even though households headed by unemployed persons are a high 
poverty-risk group in all countries under examination, the group’s position vis-à-vis the 
rest of the population appears to be substantially worse in the more developed countries 
(Germany, UK, France). Finally, mono-parental households appear in Greece to be a low 
poverty-risk group2. The group’s poverty-risk does not appear to be substantially higher 
than the national average in the other Mediterranean countries (including France), but it is 
quite high in the UK and, particularly, Germany. These results augurs well with the view 

1  However, due to their higher population share in the poorer countries, these households contrib-
ute more than 15% to aggregate poverty only in Greece and Portugal, whereas the corresponding 
contributions in Germany and the UK are negligible.
2  Tsakloglou also notes that despite the lack of a comprehensive protection system for the unem-
ployed, the poverty situation of this group is far less pronounced in Greece than in the rest of the 
countries. As a result of the discrepancy in the poverty risks and the fact that a considerable pro-
portion of the unemployed in the Mediterranean countries (with the partial exception of Spain) 
consists of young persons living with their parents and wives of household heads, the contribution 
of the group to aggregate poverty appears to be substantially higher in the Northern than in the 
Southern EU countries. 
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of the authors who claim that there exists a distinct Southern European model of welfare 
and attribute the differences between these countries and the rest of the EU to a number of 
socioeconomic factors (Leibfreid, 1993; Ferrera, 1996; Gough, 1996). According to this 
view, in comparison with the rest of the EU, southern European countries are characterized 
by more “dualistic” economic structures, with relatively high employment in the agricultural 
sector and considerable size of the “hidden” economy.

For Greece, there are several empirical studies of the distribution of income and 
consumption but they use different statistical data, different indices and/or different 
methodology, so it is not easy to combine or compare their results. In some cases there can 
be contradictious results that can be explained by the different sensitivity of various indices 
in different income transfers or, similarly, the intersection of Lorenz curves of distributions 
in use. Older studies also considered income data unreliable due to extended tax evasion but 
also because, until recently, not everybody was obliged to submit a tax return. Other studies 
characterise several inequalities as justified if they are the result of normal functions of the 
market or unjustified if they are connected with specific interests of various social groups 
that force the government to achieve higher compensations or incomes (Athanasiou, 1984: 
pp. 56-64). More recent studies indicate education as a significant factor determinant of 
income inequalities (Mitrakos, Panopoulou, Tsakloglou, 2002; Mitrakos, 2004) and others 
conclude that inequalities “within” social groups contribute impressively to the overall 
inequality than inequalities “between” these groups (Zografakis, Mitrakos, 2005). So, 
policies attempting to eliminate poverty and inequalities within social groups are more 
effective than those that attempt the elimination of inequality between groups3.

In brief, it is clear that, the choice of source and the level of analysis of data (personal or 
grouping data, etc.) as well as methodological and other choices, such as the reference unit 
of analysis (household or individual), the equivalence scales used, poverty and inequality 
indices, etc., are determinants for the results. Some characteristics of poverty and inequality 
remain valid over time, such as education and unemployment, but others like the residence 
in rural or urban region have stopped being significant factors determinants of income 
inequalities (Mitrakos and Tsakloglou, 1998; Tsakloglou, 2000).

2. Methodology

The present work uses household income micro-data from the last two Household 
Budget Surveys (HBS) (1998/99 and 2004/05) which cover the entire population of Greece 
conducted by the National Statistical Service of Greece (NSSG). The surveys cover all the 
non-institutional households of the country and their sampling fraction is 2/1000 (it consists 
approximately of 6,500 households and 17,500 members). The material contains detailed 
information about consumption expenditures (actual and imputed), incomes after taxes, 
social security contributions and transfer payments, socio-economic characteristics of the 

3  For a general review of poverty and inequality in Greece, see, Studies 55, KEPE, 2004, Distribu-
tion, Redistribution and Poverty.
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households and their members as well as information on a number of housing amenities 
and consumer durables owned by the household4.

We chose the individual as the unit of analysis and took into account the differences 
in size and composition of the household and the differences in needs between children 
and adults by using “family equivalence scales”. The equivalence scales used, are given 
by the Statistical Office of the European Union (EUROSTAT), and assign a weight of 1.0 
to the household head, a weight of 0.5 to each of the remaining adults and a weight of 0.3 
to each child (person aged up to 13) in the household5. In comparison with other sets of 
equivalence scales used in empirical distributional studies, these scales are in the middle of 
the range regarding the economies of scales they imply6. These weights are used to estimate 
the number of equivalent adults of the household. Finally, we use the distribution of total 
equivalent income per capita that is obtained by dividing total household income by the 
number of equivalent adults and assigning the result to every member of the household.

The next step is to choose the poverty and inequality indices. We consider someone 
poor when his income (or consumption) falls below a predefined level called “poverty line”. 
A poverty line can be defined as the necessary income to cover the basic needs for survival 
(food, clothing and residence) or as the necessary income to obtain the minimum socially 
acceptable level of living. In the first case we refer to “absolute” poverty where emphasis 
is given to economic deficiency, though in the last case, the “relative” poverty, emphasis is 
given to economic inequality. The relative approach defines poverty line as a fraction of the 
median income (or expenditure) in the society because the mean or median income reflects 
the usual level of living conditions, so this approach defines the minimum amount for a 
tolerable life in the society. The main difference of these two approaches is that the relative 
poverty line increases with the same rate as the average level of living conditions unlike 
absolute poverty line. For Greek economy, where large population groups have ensure 
the necessary goods to maintain and reproduce life, conventional poverty approach seems 
more appropriate7. In this study we used as poverty line a fraction (40%, 50%, 60% and 
70%) of the median of equivalent income.

In this study, we use poverty percentage (P), which is the proportion of the population 
falling below the poverty line, and Foster index (F) of Foster, Greer and Thorebecke (1984). 

4  Some researchers believe that it is better to “clean” primary HBS data before using them (Tsak-
loglou, 1990; Tsakloglou, 1996; Mitrakos, 2000). These corrections (deflation, different time cor-
respondence, zero incomes and outliers, sample weights, consumption and income definition) con-
cern both consumption expenditures and income and intent to lead to a better approach of real 
welfare level of households or individuals through common poverty and inequality indices. These 
corrections also smooth primary data variations and so decrease total inequality level based on total 
expenditure. For this reason, in this study, no correction is made.
5  This scale was first proposed by Haagenars et al. (1994) and was adopted in the late 1990s by 
EUROSTAT as “OECD-modified equivalence scale”.
6  See, Buhmann et al. (1988); Coulter et al. (1992); Banks and Johnson (1994); Blundell and Lew-
bel (1991); Burkhauser et al. (1996); Mitrakos (2000). 
7  EUROSTAT also supports the use of the conventional poverty approach.
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Index F satisfies all basic axioms set by Sen (1976) for poverty indices (focus axiom, 
monotonicity axiom, transfer axiom, symmetry axiom, mean independence axiom and 
independence of population size axiom) and is sensitive to the magnitude and intensity of 
poverty gap as well as the distribution of resources among poor people. The parameter α of 
index F, called the poverty aversion parameter, takes value α=1, that corresponds to poverty 
gap (the average distance of poor incomes from the poverty line as a fraction of the poverty 
line), and value α=2 that gives greater weight to the larger distances from the poverty 
line and so incorporates the social aversion for extreme poverty. On the contrary, index P 
violates some of the desired properties for a poverty index (symmetry, mean independence, 
population size independence, principle of transfers among poor people, focus axiom, and 
monotony) but provides a clear indication of the magnitude of poverty in population. In 
particular, index P does not take into account how much poor those people are, but careful 
use of it and many different poverty lines give a wide image of poverty.

Inequality describes the unequal distribution of wealth or income to the members of a 
population. It is the opposite of “equality” where everyone gets equal shares of whatever is 
to be shared (income, wealth, etc.). Inequality was first described using Lorenz curves, but 
in most cases Lorenz curves intersect and that prohibits the ranking of distributions, so we 
have to select the appropriate index to measure inequality. An inequality index is a statistic 
that incorporates the characteristics and the variance of a distribution and corresponds, 
directly or indirectly, to a social welfare function. It is known that since there is no single 
social welfare function accepted by all economists, there cannot be a unique inequality 
index considered to be the best of all, thus different indices can lead to different results. 
However, the different sensitivity of various indices to different types of transfers, allows 
us to choose which indices to use with regard to our research and the target groups of the 
population in which we study inequality.

Since the selection of inequality indices is, to a certain point, subjective, we chose 
six inequality indices that satisfy all the desired axioms (symmetry, population size 
independence, mean or scale independence, principle of transfers) and have different 
sensitivity to transfers. We use the variance of the logarithms (L), the mean logarithmic 
divergence (N) and Atkinson index with ε = 2, that are relatively more sensitive in transfers 
in the bottom of the distribution, Theil index (T) and Atkinson index with ε = 0.5 that are 
more sensitive in transfers in the upper edge of the distribution and Gini coefficient that is 
more sensitive in transfers around the center of the distribution (Lambert, 1993; Cowell, 
1995). We also use the deciles shares of income distribution in order to calculate the S80/S20 
index that indicates the gap between the first and the last two deciles shares.

In order to construct the confidence intervals for these indices, we use the bootstrap 
technique8. Originally, the bootstrap was suggested by Efron (1979) as a method to derive 
an estimate for the standard error of arbitrary estimator. The method consists of generating 
a large number B of samples, called bootstrap samples, and calculate in each of them the 
estimator or the index we want. If the primary data consists of n independent units, it then 

8  See, Efron (1979); Efron and Tibshirani (1993); Davison and Hinkley (1997).
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suffices to take a simple random sample of size n, with replacement, from the n units of data, 
to get one bootstrap sample. The technique is called a nonparametric bootstrap if nothing 
is assumed (like a parametric distribution) about the underlying process that generated the 
data. We only assume that the data in the original sample were “representative" and that 
sample size was moderately large. Confidence intervals can be computed in the usual way, 
using either a parametric or nonparametric bootstrap, as xsx 2  for a 95% confidence 
interval, where x  is the mean value and xs  is the standard deviation of the index we study 
of the B bootstrap samples. It should be noted that when enough bootstrap samples have 
been generated, not only the standard error but any aspect of the distribution of the estimator 
could be estimated. Since we are interested in testing? the null hypothesis that there isn’t 
a difference in poverty and inequality indices between the years 1998/99 and 2004/05, we 
construct a 95% confidence interval for the difference of each measure in the two periods, 

as 
2 2
1 2

2 1
1 2

( ) 1.96 s sx x
n n

    , where 21, xx  are the mean values of the index we study for 

the years 1998/99 and 2004/05, 21 , ss  the corresponding standard deviations, calculated of 
the B bootstrap samples, and n1, n2 are the number of bootstrap samples respectively9. If the 
value of zero is not included in the confidence interval we then reject the null hypothesis 
and there is, indeed, a difference between the years 1998/99 and 2004/05.

3.  Empirical results

Most studies conclude that poverty and inequality decreased in Greece during the 
last decades, and this is also the case we observe for the years 1998/99 and 2004/05. Table 
1 presents poverty and inequality indices for these years according to the distribution of 
total equivalence income. We observe that poverty percentages have decreased about 3 
percentage units, independently of what poverty line we use, showing an important decrease 
in poverty in general. Most important is the decrease of 3.7% for the poverty percentage 
using the 40% of median equivalent income as poverty line, showing that almost half of 
the poorest people in 1998/99 managed to improve their economic status in 2004/05. This 
result is enhanced by Foster et al. index with poverty aversion parameter a=2 that decreased 
almost 1 percentage unit showing a decrease in extreme poverty. In addition, Foster et al. 
index with poverty aversion parameter a=1 decreased almost 2 percentage units, showing 
that poor people are closer to the poverty line in the year 2004/05 than in 1998/99.

Inequality also decreased significantly during 1998/99 and 2004/05, about 2-7 
percentage units, depending on what index we use. Indices with more sensitivity to transfers 
in the bottom of the distribution decreased the most: Atkinson index with ε = 2 decreased 
5%, mean logarithmic divergence (N) decreased 4% and the variance of the logarithms (L) 
decreased more than 7%. On the other hand, Theil index (T) decreased about 5% Atkinson 
index with ε = 0.5 decreased more than 2% and Gini coefficient decreased almost 4%. 

9  Since the number of bootstrap samples B is large enough (B=300 in our case), the mean values 
are considered normally distributed.
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These decreases indicate that the whole distribution of 2004/05 is more equal than the 
distribution of 1998/99. Only index S80/S20 shows the smallest decrease (about 0.5%) 
indicating that the relative gap between the first and the last two deciles shares did not 
decrease considerably.

We want to examine poverty and inequality within some groups that have large 
contributions to overall poverty and inequality, such as households with farmers, pensioners 
and families with many children. Table 2 shows the percentage (%) of people living in 
households with specific characteristics in years 1998/99 and 2004/05. We notice that the 
percentage of people living in households with three or more children decreased about 2% 
indicating that families are getting smaller in size through years. The greater decrease, of 
more than 4%, is noticed on the percentage of people living in households that have at least 
one member with income from agricultural occupation. This is an indication that people do 
not want to work in the agriculture sector and select another occupation, which often differs 
from that of their parents. On the other hand, the percentage of people living in households 
whose head gets a pension from the Agricultural Insurance Organisation (OGA) increases 
more than 2 percentage units, showing that old farmers become pensioners. 

Table 1: Poverty and inequality indices in HBS (1998/99 and 2004/05)
using total equivalence income distribution

Poverty indices 1998/99 2004/05
Poverty 
percentage 
using as 
poverty 
line

40% median 7.7 4.0
50% median 12.9 9.4
60% median 19.9 16.2

70% median 27.6 25.4

Foster et al. index, a = 1
(Poverty line = 60%  median)

5.9 3.8

Foster et al. index, a = 2
(Poverty line = 60%  median)

2.7 1.3

Inequality indices
Atkinson Index  (A, ε = 0.5) 9.23 7.20
Atkinson Index  (A, ε = 2) 30.81 25.40
Theil Index (T) 20.15 15.15
Mean logarithmic divergence (Ν) 18.91 14.80
Gini Coefficient (G) 33.61 29.91
Variance of logarithms (L) 36.38 29.09
S80/S20 3.56 3.05

Source: Calculated from Household Budget Survey (HBS) micro-data 1994/95 and 2004/05.
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Table 2: The percentage (%) of people living in households with specific 
characteristics in HBS (1998/99 and 2004/05)

Characteristics of households 1998/99 2004/05
Households with three or more children 5.2 3.3
Households that have at least one member with 
income from rural occupation

13.9 9.7

Households whose head gets a pension from the 
Agricultural Insurance Organisation (OGA)

5.3 7.6

               Source: HBS micro-data 1994/95 and 2004/05

For these groups, we used the bootstrap technique to evaluate standard deviation for 
poverty and inequality indices for both years 1998/99 and 2004/05. First, we notice that the 
average bootstrap values for all indices, calculated over 300 bootstrap samples, approach 
the corresponding values from the initial samples. This is shown in tables 3 and 4 for poverty 
and inequality indices, respectively and indicates that the number of bootstrap samples is 
enough to estimate standard deviations10. Only index S80/S20 differs significantly for all 
groups and this can be justified by the bootstrap technique.

Table 3: Poverty indices in initial samples 1998/99 and 2004/05 and their estimates 
from 300 bootstrap samples with the use of various poverty lines for total 

equivalence income distribution

Poverty Index
Households with 

three or more 
children

Households that 
have at least one 

member with 
income from rural 

occupation

Households 
whose head gets 
a pension from 
the Agricultural 

Insurance 
Organisation (OGA)

1998/99 Bootstrap 1998/99 Bootstrap 1998/99 Bootstrap

Poverty 
percentage 
using as 
poverty line

40% median 10.6 10.3 6.0 6.2 4.3 3.5

50%  median 13.7 13.6 11.8 11.5 7.5 8.5

60%  median 20.4 19.6 17.3 17.2 20.4 19.7
70%  median 27.2 26.1 25.3 25.1 30.7 29.6

Foster et al. index, a = 1 7.3 7.0 4.7 4.8 3.7 3.6
Foster et al. index, a = 2 3.9 3.8 1.9 2.0 1.0 1.0

10  There is a direct connection between the size of the initial sample and the number of bootstrap 
samples in need, in order to trust the results. Our initial samples are sufficiently large in size, so 
300 bootstrap samples are enough.
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2004/05 Bootstrap 2004/05 Bootstrap 2004/05 Bootstrap

Poverty 
percentage 
using as 
poverty line

40% median 6.8 6.6 4.6 4 .4 0.8 0.7

50%  median 11.9 10.8 7.5 7 .7 2.3 2.2

60%  median 15.9 15.8 15.1 14 .5 6.4 6.7

70%  median 24.1 23.7 24.8 24 .4 16.9 16.6

Foster et al. index, a = 1 4.8 4.8 3.3 3.2 0.9 0.9

Foster et al. index, a = 2 2.1 2.1 1.2 1.1 0.2 0.2

Source: Calculated from HBS micro-data 1994/95 and 2004/05 and the bootstrap technique.

Table 4: Inequality indices in initial samples 1998/99 and 2004/05 and their estimates 
from 300 bootstrap samples for total equivalence income distribution 

Inequality Index
Households with three 

or more children

Households that have 
at least one member 

with income from rural 
occupation

Households whose head 
gets a pension from the 
Agricultural Insurance 

Organisation (OGA)
1998/99 Bootstrap 1998/99 Bootstrap 1998/99 Bootstrap

Atkinson Index
(A, ε = 0.5) 10.04 9.96 11.21 11.07 10.76 10.67

Atkinson Index
(A, ε = 2) 43.45 42.13 33.90 41.07 32.14 31.98

Theil Index
(T) 20.29 20.15 25.61 25.28 23.91 23.67

Mean logarithmic 
divergence (Ν) 22.54 22.30 22.11 22.39 21.61 21.47

Gini Coefficient
(G) 34.63 34.42 36.02 35.88 36.56 36.36

Variance of 
logarithms (L) 52.17 51.20 39.43 42.32 38.64 38.47

S80/S20 4.13 7.74 3.38 6.05 3.82 6.21
2004/05 Bootstrap 2004/05 Bootstrap 2004/05 Bootstrap

Atkinson Index
(A, ε = 0.5) 7.51 7.38 7.35 7.36 4.68 4.69

Atkinson Index
(A, ε = 2) 28.36 27.69 24.75 24.75 15.71 15.78

Theil Index
(T) 15.43 15.17 15.82 15.84 10.06 10.09

Mean logarithmic 
divergence (Ν) 15.89 15.58 14.83 14.85 9.18 9.22

Gini Coefficient
(G) 30.20 29.73 29.96 29.93 23.77 23.80

Variance of 
logarithms (L) 33.04 32.28 28.09 28.12 16.87 16.96

S80/S20 3.28 6.17 5.44 5.35 2.35 4.16

Source: Calculated from HBS micro-data 1994/95 and 2004/05 and the bootstrap technique.
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Finally, Tables 5 and 6 present the mean values of all poverty and inequality indices 
along with their standard deviation (in brackets) as calculated from the bootstrap technique. 
We should bear in mind that these results measure poverty and inequality within the groups 
of interest and not in the entire population. In general, we observe a decrease both in poverty 
and inequality indices for the years 1998/99 and 2004/05, and this result is enhanced if we 
consider the confidence intervals for the difference of means, as well. Table 7 presents the 
confidence intervals for the difference of means of each index in the two periods. First 
of all, we notice that no confidence interval includes the value of zero, so we reject the 
hypothesis that poverty and inequality remained unchanged during 1998/99 and 2004/05 
within these groups. This result is consistent with the general feeling that all the members 
of the society improved their economic position during these years, probably due to the 
economic development that Olympic Games brought.

Table 5: Poverty indices and their standard deviations (in brackets) for specific 
social groups, using various poverty lines and total equivalence income distribution 

in HBS 1998/99 and 2004/05 

Poverty Index
Households with 

three or more 
children

Households that 
have at least one 

member with 
income from rural 

occupation

Households 
whose head gets 
a pension from 
the Agricultural 

Insurance 
Organisation 

(OGA)

1998/99 2004/05 1998/99 2004/05 1998/99 2004/05

Poverty 
percent-
age using 
as poverty 
line

40% median
10.3
(2.5)

6.6 
(2.5)

6.2
(0.9)

4.4
(1.0)

3.5
(1.9)

0.7
(0.5)

50%  median
13.6
(2.6)

10.8
(3.0)

11.5
(1.2)

7.7
(1.4)

8.5
(2.1)

2.2
(0.7)

60%  median
19.6
(2.9)

15.8
(3.7)

17.2
(1.4)

14.5
(2.1)

19.7
(2.3)

6.7
(1.2)

70%  median
26.1
(3.4)

23.7
(4.1)

25.1
(1.5)

24.4
(2.3)

29.6
(3.1)

16.6
(1.5)

Foster et al. index, a = 1
7.0

(1.4)
4.8

(1.3)
4.8

(0.5)
3.2

(0.5)
3.6

(0.8)
0.9

(0.2)

Foster et al. index, a = 2
3.8

(1.0)
2.1

(0.8)
2.0

(0.3)
1.1

(0.2)
1.0

(0.3)
0.2

(0.1)

Source: Calculated from HBS micro-data 1994/95 and 2004/05.
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Table 6: Inequality indices and their standard deviations (in brackets),
using total equivalence income distribution in HBS (1998/99 and 2004/05)

Inequality Index
Households with 

three or more 
children

Households that have 
at least one member 

with income from 
rural occupation

Households whose 
head gets a pension 

from the Agricultural 
Insurance 

Organisation (OGA)

1998/99 2004/05 1998/99 2004/05 1998/99 2004/05

Atkinson Index 
(A, ε = 0.5) 

9.96
(1.19)

7.38
(1.17)

11.07
(1.11)

7.36
(0.62)

10.76
(1.17)

4.69
(0.53)

Atkinson Index 
(A, ε = 2)

42.13
(5.78)

27.69
(3.67)

41.07
(6.90)

24.75
(1.53)

32.14
(2.18)

15.78
(1.29)

Theil Index (T) 
20.15
(2.58)

15. 17
(2.65)

25.28
(3.04)

15.84
(1.53)

23.91
(3.18)

10.09
(1.30)

Mean logarithmic 
divergence (Ν) 

22.30
(2.96)

15. 58
(2.48)

22.39
(2.15)

14.85
(1.20)

21.61
(2.20)

9.22
(0.96)

Gini Coefficient
(G)

34.42
(2.01)

29.73 
(2.36)

35.88
(1.67)

29.93
(1.22)

36.56
(1.79)

23.80
(1.18)

Variance of 
logarithms (L)

51.20
(8.60)

32.28 
(5.07)

42.32
(4.39)

28.12
(2.00)

38.64
(3.02)

16.96
(1.44)

S80/S20
7.74

(1.25)
6.17 

(0.92)
6.05

(0.33)
5.35

(0.28)
3.82

(0.33)
4.16

(0.17)

Source: Calculated from HBS micro-data 1994/95 and 2004/05.
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Table 7: 95% Confidence Intervals for the difference of inequality and poverty 
indices between 1998/99 and 2004/05.

Index
Households with three 

or more children

Households that 
have at least one 

member with 
income from rural 

occupation

Households 
whose head gets 
a pension from 
the Agricultural 

Insurance 
Organisation (OGA)

Lower 
bound

Upper 
bound

Lower 
bound

Upper 
bound

Lower 
bound

Upper 
bound

Poverty 
percentage 
using as 
poverty line

40% median -4.1 -3.2 -1.9 -1.6 -3.1 -2.6

50%  median -3.2 -2.4 -4.1 -3.7 -6.6 -6.1

60%  median -4.4 -3.3 -3.0 -2.4 -13.3 -12.7

70%  median -3.0 -1.8 -1.1 -0.4 -13.4 -12.6

Foster et al. index, a = 1 -2.5 -2.1 -1.6 -1.5 -2.8 -2.6

Foster et al. index, a = 2 -1.9 -1.6 -0.9 -0.9 -0.8 -0.7

Atkinson Index
(A, ε = 0.5) -2.77 -2.39 -3.86 -3.57 -6.12 -5.83

Atkinson Index
(A, ε = 2) -15.22 -13.67 -17.11 -15.51 -16.48 -15.91

Theil Index
(T) -5.40 -4.56 -9.83 -9.06 -13.96 -13.18

Mean logarithmic divergence 
(Ν) -7.16 -6.28 -7.82 -7.26 -12.52 -11.97

Gini Coefficient
(G) -5.03 -4.33 -6.19 -5.72 -12.80 -12.31

Variance of logarithms (L) -20.05 -17.79 -14.74 -13.65 -21.88 -21.12

S80/S20 -1.75 -1.39 -0.75 -0.65 -2.10 -2.02

Source: Calculated from HBS micro-data 1994/95 and 2004/05 and the bootstrap technique.
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More specifically, we notice that, the confidence interval of the difference of means 
is farther than the value of zero for Atkinson index with ε=2, the variance of logarithms and 
the mean logarithmic divergence. Since these indices are more sensitive to the lower bottom 
of the distribution that means that people in the lower bottom of the distribution improved 
substantially their economic status towards equality in all three groups we examined. On 
the other hand, Foster et al. index with a=2 and S80/S20 index have the smallest distance 
of the value of zero, indicating that the poorest people in all three groups have barely 
improved their economic status while the relative gap between the first and the last two 
deciles shares had the smaller decrement during these years.

People living in households with three or more children improved their performance 
to poverty more than people living in households that have at least one member with income 
from rural occupation, while the latter improved more their performance to the former to 
inequality, according to the distance of corresponding confidence intervals from the value 
of zero. We have to notice, though, that both these groups decreased their population shares 
through 1998/99 and 2004/05 so the alleviation from poverty and inequality their members 
felt through time was more intense. 

The group that improved its economic position without doubt is people living in 
households whose head gets a pension from the Agricultural Insurance Organisation (OGA). 
Within this group poverty was reduced immensely, and inequality decreased even in half 
for most indices, so the confidence intervals for the difference of means are afar the value 
of zero. This result is consistent with applied policies during that period of time, which 
aimed to alleviate the poorer people, such as pensioners. In fact, pensions from OGA were 
indeed among the lowest pensions in Greece, and in most cases remain small. Our results 
show not only that the increase in these pensions seems to be adequate to alleviate more 
than half of poor pensioners and to provide them a better quality of life but also that these 
policies were well targeted since they almost eliminated extreme poverty within this group 
(Foster et al. index with poverty aversion parameter 2 = 0.2). Despite the increase in the 
population of this group by 2.3% between 1998/99 and 2004/05, these policies improved 
the economic status of all its members driving them over the poverty line, making their 
income distribution more equal and even reduced considerably the relative gap between the 
first and the last two deciles shares. 

In conclusion, all three groups examined in this study, namely people living in 
households with three or more children, in households that have at least one member 
with income from rural occupation or in households whose head gets a pension from the 
Agricultural Insurance Organisation (OGA), have gained a better quality of life, but still 
experience considerable inequalities among them between 1998/99 and 2004/05. The first 
group of larger families have decreased inequality within the group but poverty remains 
high, the second group of households with members in rural sector are in better place, 
having reduced not only inequality but also some poverty indices and the last group of 
pensioners gained considerably in living conditions, reducing more than in half both 
poverty and inequality.
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4. Conclusion

The purpose of this study was to examine poverty and inequality within the households 
that have at least one member with income from agricultural occupation, the households 
with three or more children, and the households whose head gets a pension from the 
Agricultural Insurance Organisation (OGA) through the years 1998/99 and 2004/05. We 
estimated a variety of poverty and inequality indices along with their confidence intervals 
for these groups, and constructed the confidence intervals for the difference of means for 
each index, using the bootstrap technique. Then we tested if the decrease of poverty and 
inequality is statistically significant and, in every case, we rejected the hypothesis that 
poverty and inequality remain unchanged through 1998/99 and 2004/05 in these groups.

People living in households with three or more children improved their performance 
to poverty more than people living in households that have at least one member with income 
from rural occupation, while the latter improved (more) their performance in relation to the 
former regarding inequality. The group of households whose head gets a pension from the 
Agricultural Insurance Organisation (OGA) experienced a significant turn towards equality 
and defeated poverty decisively. This result is consistent with applied policies during that 
period of time, who aimed to alleviate the poorer people, such as pensioners. Our results 
show not only that the increase in these pensions seems to be adequate to alleviate more 
than half of poor pensioners from OGA and to provide them with a better quality of life but 
also that these policies were well targeted since they almost eliminated extreme poverty 
within this group, despite the increase of the population of this group between 1998/99 and 
2004/05. 

Since Greece joined the European Economic and Monetary Union (EMU), Greek 
economy experienced a significant growth showing a 4.1% increment in real GDP versus 
the corresponding 1.9% for the rest of the Euro zone for the years 2000-2005. This explains 
the decrement in poverty and inequality we observed for the entire population, driving to the 
conclusion that even the poorest population groups could have gained from this economic 
growth. Our tests confirm that, at least to the three population groups we examined, this 
was the case.
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Compartmentalising Gold Prices

Rohnn Sanderson

Abstract

Deriving a functional form for a series of prices over time is difficult.  It is common to assume 
some linearly estimable form for prediction purposes. While this can produce accurate short 
run forecasts it fails to identify longer trends and patterns that may exist in financial data.  
Particularly troublesome is the potential for chaotic behaviour which can look like standard 
autocorrelation. Also, components of a price’s behaviour may not be linear or may be unable to 
be structured well in a stationary series.  Recently, more research has been devoted to whether or 
not a series of prices exhibits deterministic behaviour, instead of some type of Brownian Motion 
(regular or fractal). This research suggests that some time series data may pass typical tests for 
randomness where randomness does not exist. Given the breadth of current research, the most 
logical and reasonable beginning assumption for modeling a time series is that data probably 
exhibit both deterministic and random components. This paper will make use of the techniques 
of spectral analysis and the Hurst Exponent to measure the level of long-run dependence in the 
price data of gold. This technique will allow for the separation and quantification of how large 
the deterministic and random components of gold prices are.

Keywords: Dynamic Systems, Hurst Exponent, Spectral Analysis, Industrial Organisation

JEL Classification: C5, G1, L1

1.   Introduction

When modelling price movements, it is common to use a random walk framework. 
The random walk assumption limits modelling changes in prices over time primarily to 
using auto regressive and moving average processes. While this technique offers strong 
short-term forecasting, it cannot offer much of a description about how and why prices are 
changing over time, aside from correlation to past prices. Since ARIMA (Auto-Regressive 
Integrated Moving Average) models remove elements of long-term relationships in order 
to make the data stationary, we lose quantification of the long-run elements in a time series 
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and move those elements into the error term. The complexity of modelling long-term 
relationships is compounded by the fact that if a dynamic economic system is non-linear, 
the system may be complex enough to pass standard tests of randomness and become 
misidentified (Baumol and Benhabib, 1989). The misidentification is usually due to the fact 
that deterministic processes have infinite variance and we tend to remove infinite variance 
from data, most commonly in the form of differencing. This critique is not novel, as many 
researchers have been concerned with measuring longer stationary cycles in dynamic 
economic systems (Baumol and Benhabib, 1989; Fama and French, 1988; Hsieh, 1991; 
Lo, 1991; Mayfield and Mizrach, 1992). One determinant of price path behaviour is long 
run dependence (i.e. memory/history). Highly persistent behaviour in economic systems 
can lead to events farther back in the history of the series that continue to have an influence 
on today’s prices. The persistence of a series can be measured through the calculation of a 
Hurst Exponent (Hurst, 1951). While the Hurst Exponent does not definitively determine 
whether or not a system is linear or non-linear it does aid in our understanding of how the 
series will propagate in the future.

Gold, not unlike other financial instruments, is subject to memory (long-term cycles). 
Memory in a financial process implies that the history of prices partially dictates how prices 
fluctuate in the future. The presence of memory can mean that deterministic behaviour is 
present in a system. Deterministic behaviour is typically multiplicative in nature. Again 
this idea is not new to the literature, as many systems have been tested for deterministic 
and chaotic behaviour. Deterministic behaviour is just one component of the workings of 
gold prices, there is also a random component as well. This article will take advantage 
of the Hurst Exponent and a space-time regression in order to separate the deterministic 
from the random component of the changes in price. Throughout this article, deterministic 
components may be referred to as endogenous and random components may be referred 
to as exogenous. This is because the deterministic component represents intra-industry 
changes that have an effect on the market price, whereas the random component represents 
the effect on the market price from outside influences. Separation of the two components of 
the market price can allow us to see the extent to which market structure and macroeconomic 
changes affect price.

2.  Analysis of Components of Gold Prices

Before we start with any data analysis let us get to the root of the long term memory 
problem. In Figure 1 there are ACF’s for two different series: one is a deterministic chaotic 
logistic equation, the other is Regular Brownian Motion. 
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Figure 1: Comparison of a Deterministic and Random ACF

The first panel is the ACF for the chaotic logistic data and the second is the Regular 
Brownian Motion. Although there are slight differences, there is relatively little that 
distinguishes the two. In modelling we may see poor performance from an ARIMA model 
with chaotic data, but that is all. It should be kept in mind that there are many functional 
forms that can produce chaotic behaviour aside from a relatively simple logistic function. 
That is the motivation behind looking at the series in its entirety for memory prior to any 
modification.

The first dataset used in this study is the average monthly gold price per ounce from 
January of 1968 to October of 2009. The data are displayed in Figure 2 below.

Figure 2: Average Price of Gold by Month (1968-2009)
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 As we would expect, there is a trend and some randomness in the series. Removing 
the trend by looking at the data of the percentage change in the price shows the stationary 
form of the data (Figure 3).

Figure 3: Average Monthly Return in Gold Price (1968-2009)
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The existence of heteroskedasticity in the error term is also common in many 
financial series. A test of the squared residuals in both the stationary and non-stationary 
data shows the presence of heteroskedasticity in the error term. Although we will not do 
an ARCH model in this article for the sake of brevity, there are most definitely modeling 
techniques with an ARCH process that could model this behaviour. However we would still 
not be allowing for the possibility of an infinite variance process. The ACF and PACF plots 
as well as the non-stationarity of the data would suggest an ARIMA model of order (1,1,1). 
The results of the ARIMA(1,1,1) in Table 1 are as follows:

Table 1

Variable Coefficient Std. Error t-statistic Significance
Constant 2.6864 1.5295 1.7564 [0.0797]
AR(1) -.4718 0.1058 -4.4599 [0.0000]
MA(1) 0.7314 0.0834 8.7732 [0.0000[
R2 = 98.63% SE = 19.23
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Using a modelling approach such as ARIMA does not measure or investigate the 
existence of a deterministic long-run cycle with infinite variance. It should also be noted 
that the Hurst Exponent that we will use to estimate the amount of memory in the series is 
linked to the differencing parameter in an ARIFMIA model where the Hurst Exponent is 
equal to 1-d. Instead, we will start our analysis with the reverse question; is there memory 
or long-run cycles in the data?

To discover long-run cycles we want to impose as little of a functional form as 
possible and avoid averaging, differencing and the like. Although there are many directions 
that can be taken to accomplish this we will use a spectral analysis to test for the existence 
of long-run cycles, due to the acceptance of the technique (Clegg, 2005; Clegg, 2006; 
Sarker, 2007; Smith, 1992; Stone, Lewi, Landon and May, 1996). Then, the persistence of 
the memory in the system will be measured via the Hurst Exponent. This will provide a 
quantification of the level of the long-run effects.

To determine if periodic components exist, a traditional spectral analysis will be 
used. We will not use a stationary series for this analysis because we want to allow for 
the possibility of infinite variance in the deterministic process. Instead, we will separate 
the deterministic and random components by their long term memory and their linear 
seperability via the ACF. In Figure 4 the only significant cycles at a 5% level are at 250.5 
and 83.5 months. Over the rest of the frequency domain the periodicity falls off. The results 
suggest that the cycles in gold prices occur over very long intervals in time.

Figure 4: Full Spectrum Periodogram for Gold Price

Frequency (0 to )

I

0 0.5 1 1.5 2 2.5 3 3.5
0

1E+6

2E+6

3E+6

4E+6

5E+6

6E+6

250.5 Month Cycle

83.5 Month Cycle

 



104 

Rohnn Sanderson

There are two more cycles that are significant at the 5% level that cannot be seen over 
the entire range of the frequency domain. To see all of the statistically significant cycles, 
the frequency window has been shortened to 1.4 (Figure 5). In addition to the previously 
mentioned cycles, there is also a 55.67 and a 41.75 month cycle that are significant at the 
5 % level. These additional two cycles are still rather long and there is no statistically 
significant cycle under three years in length.

Figure 5: Shortened Periodogram for Gold Price
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This demonstrates some of the problems with identifying patterns in financial data. 
Here we have a series that exhibits long cycles over time, which may suggest a certain 
amount of memory and deterministic behaviour in the system. If ARIMA modelling is 
used, these long-run cycles will be removed and we will not have a chance at identifying the 
potential for a portion of the series to have infinite variance. To identify the break between 
random and deterministic components in a linear fashion, we can measure the dependence 
through the autocorrelation function. Figure 6 displays the level of autocorrelation within 
the system, the ACF value does not reach zero until a lag of 93 months. This is where 
we will separate the data in the space-time regression by the components that have finite 
variance and the components that do not.
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Figure 6: ACF of Gold Price Data
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To measure the level of persistence in the system, the Hurst Exponent will be 
estimated via the periodogram method (this is to keep continuity with the previous spectral 
analysis). The results are shown in Table 2 and Figure 7 below. The Hurst Exponent is 
calculated from the regression equation results in Table 1 below.

Table 2

Variable Coefficient Std. Error t-statistic Significance

Constant 8.448 0.053 160.694 0.000

Log Frequency (α) -1.689 0.054 -31.229 0.000

R2 = 79.73%  SE = 0.82

The Estimate of the Hurst Exponent (H) is:
 

 
(1 )

2
aH   (1)
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In this case, the point estimate of the Hurst Exponent is H= 1.345. Given a 95% 
confidence interval the Hurst Exponent has a range from 1.292 to 1.397. If the system is 
random (no memory) the Hurst Exponent would be equal to 0.5. This robust result confirms 
the presence of persistent memory in the system, meaning that history is causing some of 
the changes in price over time. This suggests that a portion of the structure of gold prices 
is deterministic. 

Figure 7: Hurst Estimation of Periodogram Results
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With the information gathered from the spectral analysis, autocorrelation function, 
and the Hurst Exponent, a space-time regression was performed in order to separate the 
deterministic from the random components. Since the space-time regression uses the 
memory information to separate components that are dimensionally independent, we can 
split the price data into two basic components, which sum to equal the entire signal. It 
should be retained that deterministic phenomena that are not dimensionally independent 
may have infinite variance, whereas a random phenomenon does not. Definitionally we will 
define the two together as the entire price, where:

 Pricet = Deterministict + Randomt (2)
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In Figure 8 below the two components of the price of gold can be seen.

Figure 8: Separated Components of Gold Price (1968-1993)

Months

$/
oz

0 25 50 75 100 125 150 175 200 225 250 275 300 325 350
-50

50

150

250

350

450

550

650

Deterministic Component
Random Component

From Figure 8, it can be seen that the deterministic component is the smaller of the 
two components of gold price. The random (additively separable) component is the larger 
of the two components. This infers that most of the market price of gold is coming from 
exogenous events (outside of the gold industry) and that very little of the price of gold is 
determined by endogenous events. Thus the data suggests that the market structure of the 
gold industry has little impact on the market price for gold.
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Figure 9: Normalized Separated Components of Gold Price (1968-1993)
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To better identify the behaviour of the two components, both series were normalized 
(Figure 9) to reduce the effects of scaling.

In Figure 9 it can be seen that the deterministic portion has cycling behaviour and 
that the additively separable component appears as if it is AR(1). Further investigation 
of these two components on an individual basis is necessary to determine their effect on 
market structure. That will not be done here as it is not the focus of this article.

In Figure 10 below, the ACF plot of the deterministic component shows the 
cycling behaviour. It is important to note that we can now better identify the deterministic 
component.
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Figure 10: ACF Plot of Deterministic Component
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Performing a spectral analysis again on the deterministic component gives us the 
cycling of the deterministic behaviour (Figure 11).

Figure 11: Full Spectrum Periodogram of Deterministic Component
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Now we can see four cycles that are significant at 167, 71.75, 50.1 and 38.54 months. 
This demonstrates that there is still long-run dependence in the system which is confirmed 
by another test of the Hurst Exponent (Figure 12).

Figure 12: Hurst Estimation of Deterministic Periodogram Results
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The Hurst Exponent is equal to 1.509 with a range of 1.414 to 1.604 at a 95% 
confidence interval, demonstrating that there is memory in the system. One conclusion 
that it might be drawn is that since there is memory in the endogenous portion of the gold 
price this displays that the industry itself is not perfectly competitive. If it was perfectly 
competitive, the endogenous component would attenuate to a flat signal over time. It can 
be concluded that although the endogenous component is small, market structure does play 
a role in the market price. However, as it was seen in Figure 8, the market structure impact 
is minimal in this case. The general result shows that changes in the market structure of the 
gold industry have very long-run impacts and that the market structure impacts have a small 
effect on the market price. From a theoretic standpoint this makes sense; although there are 
few sellers, there are many buyers. Therefore, it is the buyers of gold that are causing the 
large changes in the equilibrium price. In the case of gold prices, the exogenous component 
of the price has the greatest affect. Investigation of the exogenous component of the price 
of gold in more detail is necessary, but it is outside of the scope of this article.

In Figure 13 below, the additively separable (exogenous) component shows a series 
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that has some autoregressive components. It should be noticed that this plot looks similar 
to the ACF plot of the entire series, which again reinforces the large difference in the 
magnitudes of the two components.

Figure 13: ACF of Random Component
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To account for the non-stationarity of the exogenous component, an AR(1) regression 
with a trend was performed (Table 3). This makes the exogenous data stationary, as it can be 
seen in Figure 14. Bias has also been removed from the estimators because the endogenous 
component has been removed. 

Table 3: AR(1) Model of Random Component

Variable Coefficient Std. Error t-statistic Significance

Constant 47.919 78.146 0.613 0.540

Trend 1.279 0.401 3.194 0.002

AR(1) 0.981 0.011 88.121 0.000

R2 = 98.70% SE = 18.54
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Figure 14: ACF Plot of Residuals – AR(1) Model with Trend
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The AR(1) model is commonly used for financial models of price movements over 
time. It is true that we could have just modelled the entire price of gold with an AR(1) 
model and would have obtained similar model results as to those in Table 1. However, 
the purpose of this technique is not about forecasting per se, it is about being able to 
compartmentalize prices in a way that helps determine cause and effect. In the case of 
gold, it was unknown a priori that the endogenous component of the price would be small. 
It is important to investigate these effects first before a modelling decision is made. For 
gold prices specifically, we have learned that there are cycles and they are very long. For 
forecasting purposes this may only be useful for longer time horizons. However, the market 
structure implications of the result are the most important. The small impact of the market 
structure tells us the changes in the market structure have little impact on market prices. 
This type of analysis is important to understand how much market structure changes will 
impact equilibrium prices. The small size of the endogenous component may not be the 
case for other commodities or precious metals; each one will need to be tested individually 
to better understand market structure impacts in those markets.

3.  Conclusion

The price of gold has two major components, deterministic and random. In the case 
of gold prices the deterministic component is small relative to the random component. This 
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suggests that industry structure has little effect on the price of gold. The preponderance 
of the results of the analysis concludes that external events (randomness) have the largest 
impact on the changing price of gold over time. This finding may have many important 
consequences. 

For example, from an anti-trust standpoint this type of analysis can give better 
insights as to how mergers may affect an industry. The case of gold mergers will have 
very little influence on prices whereas the result may be different in other industries. It is 
important to note that there could be two industries with the same or similar HHI indices 
but with drastically different exogenous and endogenous signals that impact their respective 
markets differently.

From the analysis, we now know that external factors, such as business cycle events, 
will have a larger effect on price changes than that of intra-industry competition. There is 
very little that firms in the gold industry can do to alter market prices.

This paper should serve as just the beginning of a process of testing industries along 
these lines. More research needs to be done with this methodology on other industries 
to determine if there is true merit to the technique. In the appendix the same analysis is 
performed on two other commodities for comparison to the results on gold prices. Future 
extensions with respect to gold prices include determining supply and demand curves for 
both effects, which was not possible with this data set as the production numbers of gold 
have been historically unreliable. Further investigation as to what relationship exogenous 
and endogenous components may or may not have with the HHI and how much they vary 
with different industries is needed.

In terms of our understanding of long-memory processes, as well as deterministic 
and chaotic deterministic behaviour is concerned, further research needs to be done in 
economics and finance to better understand how and if we can use some of the techniques 
that have been developed in physics and the biological sciences. What we do know is that 
new dynamical system techniques are being further developed and further investigation 
of their validity and use in economics and finance is warranted as we continually strive to 
understand a really complex behaviour.
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Appendix

In order to see how this technique works with other data, a similar analysis was performed 
on the average U.S regular formulation retail gas price from August 1990 to January 2011 
(Figure 15).

Figure 15: U.S Average Monthly Retail Gas Price (Aug 1990 – Jan 2011)
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Source: (U.S Energy Information Administration, Feb-11)

Again we can see similar data analysis problems such as the apparent heteroskedasticity 
in the data (Figure 16).  This can be confirmed through the stationary plot below as well as 
with a t-test of the squared errors of the series.
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Figure 16: Percentage Change in Average Monthly Retail Gas Price
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Again let us look at the original series to see what cycles may exist in the data.  
The following four cycles are significant at the 95% level.  Again we see some long-run 
memory as the shortest cycle is 30.75 months (Figure 17).
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Figure 17: Periodogram of Average Retail Gas Price
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An estimation of the Hurst Exponent confirms that there is memory in the series with 
the Hurst Exponent being equal to 1.43 (Figure 18).  
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Figure 18: Hurst Estimation of Retail Gas Price
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Performing the same analysis as before, the deterministic and random components 
of the series are separated and it can be seen below.  As in the gold price data the random 
component is larger than the deterministic component so we will again look at the normalized 
data (Figure 19).  
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Figure 19: Normalized Separated Components of Gas Prices
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In Figure 19, it looks as if both series may be random, again this could be a case 
where the deterministic component is chaotic.  While we will not do so here, we could test 
the deterministic series for chaotic behaviour with tests as proposed by Stone, Landan and 
May (Stone et al., 1996).  What is more of interest to the author of this article is that we 
need to allow for its existence when we model behaviour.

Finally, for one more look at methodology we will look at the residential natural gas 
price in the U.S. as seen in the graph below (Figure 20).
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Figure 20: U.S Average Monthly Residential Natural Gas Price
(Jan 1981 – Nov 2010)
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Source: (U.S Energy Information Administration, Feb-11)

Again we see the same issues with heteroskedasticity, and as before we are confronted 
with the same methodological issues. Again we could remove the non-stationarity by 
differencing, but will still have the same methodological issues (Figure 21).
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Figure 21: Percentage Change in Average Monthly Natural Gas Price

Months

%

0 50 100 150 200 250 300 350 400
-0.25

-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

0.2

 

In the case of natural gas, there were five cycles that were significant at the 95% 
level, the shortest of them being 11.97 months (Figure 22).  In this example, natural gas 
differs from the other two datasets because it does have a shorter cycle, but it is similar in 
that there is still long-term memory in the series.
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Figure 22: Periodogram of Residential Natural Gas Price
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This is confirmed by the Hurst Exponent, which is estimated to be 0.81 (Figure 23), 
still showing persistence in the data, but at a lower level than the other two datasets.
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Figure 23: Hurst Estimation of Residential Natural Gas Price
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Performing the same analysis as before, we again find that the random component 
is larger than the deterministic component. Looking at the normalized data, we can see the 
behaviour of the two components.  In this case, it appears as if the deterministic behaviour 
has a bit more regular cycling (Figure 24). This could be partially attributed to the lower 
level of persistence as measured by the Hurst Exponent. What we can see is that the 
deterministic behaviour in this series has been cycling on a more “regular” frequency than 
that of the other two series.
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Figure 24: Normalized Separated Components of Natural Gas Price
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Between all three datasets we can see some similarities and some differences. Why 
is the random component the largest in all three series? That is a good question that needs 
to be answered. We also need to ask the question of how prevalent is chaotic behaviour as 
well as how we can better model chaotic behaviour. These are important questions which 
hopefully will be answered with future research. A clear point is that we must first start 
by allowing for the existence of modelling deterministic infinite variance processes and 
possibly chaotic deterministic processes in order to discover if they are valid or not.
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The Effect of stock market wealth on private consumption in Zimbabwe

Samuel Bindu1, Lloyd Chigusiwa, D. Mazambani, L. Muchabaiwa, V. Mudavanhu

ABSTRACT

The study seeks to examine stock market wealth effects on private non-durable consumption 
for Zimbabwean households using quarterly data from 1994(1) to 2008(2). The bounds 
testing approach to cointegration is employed to test the long run relationship between stock 
market wealth and consumption. An autoregressive distributed lag model (ARDL) analysis is 
implemented to examine the relationship among the variables both in the short-run and the 
long run. The empirical findings suggest significant wealth effects for Zimbabwe, a developing 
country. This contradicts the commonly held view that LDCs should have insignificant wealth 
effect since the financial system is still underdeveloped. The dynamic short run error correction 
model also shows a speedy convergence to long run equilibrium.

Key words: wealth effects, consumption dynamics, income effect, convergence

JEL classification: E21, E44

1. Introduction 

The study seeks to determine the extent to which household non durable consumption 
expenditure is affected by changes in stock market wealth for Zimbabwean households 
using an autoregressive distributed lag (ARDL) bounds test framework. Most studies 
on stock market wealth effects have been confined to developed countries which have 
well established financial markets, while very few are based on less developed countries 
(LDCs). The argument for underplaying the case for LDCs has been that since most of 
them have inefficient financial markets, stock market wealth effects cannot be expected to 
be significant. Above all, most researchers argue that since stock market wealth account 
for a small percentage of household wealth in LDCs, they are not important (Funke, 2004; 
Ahumada et al., 2003). However, following the revelation by African Stock Exchanges 

1  Bindura University of Science Education P. Bag 1020 Bindura Zimbabwe, tawandabindu@gmail.
com  
The views expressed here reflect the ideas of the authors and should not by any means taken to be 
those of Bindura University
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Association (ASEA, 2007) that there has been a continuous rise in stock market wealth in 
household’s wealth portfolios for most African countries over the past decade, the study 
seeks to establish whether we can obtain the same findings for developing countries as 
those of the developed countries.

Several reasons can be cited why the present study is important. Firstly, to the 
policymakers an understanding of the relationship between stock market wealth and 
consumption helps in ascertaining the speed with which shocks to the stock market are 
transmitted to the real sector through private consumption1 (Macklem, 1994). In addition, 
an understanding of this relationship also gives a clearer picture to the policymakers as to the 
extent to which various stimulating interventions will affect the economy (Poterba, 2000). 
This is because the relationship between consumption and wealth determines the overall 
marginal propensity to consume, which in turn determines the value of the multiplier. Thus, 
ignoring such effects may result in unwanted policy reinforcement or the reversal. 

The study of stock market wealth effects on consumption is also important to 
firms. It is apparent that firms should align their production levels to demand to avoid 
overproduction or underproductions. When equipped with knowledge of wealth effects, 
firms that produce consumer goods will be able to infer the corresponding change in their 
production level following a shock on the stock market (Singh, 1992). 

1.1 Stock market wealth effects

Theoretically if households experience an increase in wealth, regardless of the 
source, they will experience an outward shift in their budget constraint. Such an increase 
in wealth can either be devoted to immediate consumption or it can be saved. If we assume 
that households have a finite life and do not leave behind bequest, it is certain that such an 
increase in wealth will be devoted to consumption at least within the household’s lifespan. 
In such a case our concern will not be about the existence of wealth effects in general but 
the lag time it would take for changes in wealth to be devoted to consumption. However, 
when considering a more realistic household that leaves behind some bequest, households 
might save all or some of the gains in wealth for future generations. Thus wealth effects are 
concerned with the fraction of wealth increase that is devoted to current consumption.

It is important to note that household’s wealth is composed of a wide range of assets. 
The major forms of household’s wealth that are commonly held are stock market and 
housing wealth and the marginal propensities to consume (MPC) out of these two main 
types of wealth should be different (Pichette et al., 2003). For developing countries it is 
argued that stock market wealth is more reflective of household wealth for a number of 
reasons.

1  This is because consumption spending of households that would have benefited from capital 
gains is one way in which such shocks are transmitted.
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 Firstly, for LDCs, most households do not own marketable houses. For example in 
Zimbabwe more than 65 percent of the population live in rural areas where houses are not 
easily traded due to customary laws and tradition ( World Bank, 2010). Secondly, housing 
wealth is less liquid than stock market wealth, and the transaction costs associated with the 
former are usually higher than for the latter. Moreover, the indivisibility nature of housing 
wealth reduces its affordability to the general populace and as such households do not 
normally hold housing wealth for speculative purposes. Above all, households are likely 
to leave behind houses as bequest and as such do not normally consider housing wealth as 
redeemable (Singh, 1992). In LDCs stock market wealth is held for speculative purposes 
and thus gains are realised quickly than is the case for housing wealth. 
 
1.2 The Zimbabwe Stock Exchange (ZSE): An Overview

The ZSE has been in existence since 1946. Prior to 1993 the ZSE was highly 
regulated and its outcomes were not based on market fundamentals. After deregulation the 
ZSE has helped to mobilise investible funds and also provided an opportunity for insurance 
companies and pension funds to channel their portfolio investments to productive economic 
areas. This enabled pension funds to realise more returns on their investments which would 
ultimately accrue to the households for consumption. In March 1999, the ZSE was ranked 
sixth out of 33 emerging exchanges in the world (IFC, 1999). It was also ranked the second 
largest sophisticated stock market in the Southern African region after the Johannesburg 
Stock Exchange (Jefferis et al., 2000). Thus, compared to other African countries, the ZSE 
is relatively more efficient and as such provides a good ground for testing wealth effects 
for LDCs.  

The ZSE has two indices, the Zimbabwe Industrial index and the Zimbabwe Mining 
index. There are 74 stocks listed on the Industrial index and 4 stocks listed on the Mining 
index. Trading in both indices is open to firms and individuals whether foreign or local. 
Stockholding across the two indices does not differ significantly and around 60 percent of 
stocks are owned by domestic households and firms (ZSE, 2008). 

1.3 Trends in Zimbabwe stock prices and consumption

In order to give an elaborate analysis of the relationship between stock market wealth 
and household consumption expenditure on non-durables we shall analyse the trends in 
consumption and stock prices for the Zimbabwean case from 1994 to 2008. A graphical 
inspection of figure 1 highlights the likely marriage between the two series.
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Figure 1. Trends in Consumption, Income and Stock Market Wealth

10000

12000

14000

16000

18000

20000

22000

24000

26000

94 96 98 00 02 04 06

CAP CONS INC

From observing figure 1 it can be established that periods of high stock market wealth 
(CAP) are accompanied by high consumption expenditure (CONS). It is also interesting to 
observe that income (INC) follow a similar pattern. For example, all the three series drop off 
after 1994 to reach a minimum in the second quarter of 1994. Stock market capitalisation 
seems to be the more volatile of the series, increasing and falling more frequently whereas 
the response of consumption seems to be more stable. The volatility in stock market wealth 
is because the financial markets are more responsive to external shocks than the goods 
market. 

2. Related Literature

2.1 Theoretical literature

The discussion of wealth effects can either be based on the traditional consumption 
theories or on modern maximising theories. Following Carroll et al. (2004) who argued 
that the optimal behaviour of impatient consumers with labour income uncertainty is much 
better described by Friedman’s original statement of the permanent income hypothesis than 
by the later explicit maximizing version, the study shall adopt the traditional consumption 
theories.

Keynes (1936) argued that households devote a certain percentage of their current 
income to consumption and the other percentage is then saved. Keynesian consumption 
function can be modelled as:  

 0t t tC Y  α β ε  (1)
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where tC  is consumption and 0α  is autonomous consumption β  is the marginal propensity 
to consume and tY  is the current income and tε  is the error term.

This theory is often criticised because it implicitly assumes that households only have 
human wealth and neglected non-human wealth such as equities and other financial wealth 
holdings. In addition, the theory overlooks the fact that incomes can be either permanent 
or transitory. 

Friedman (1957) in his permanent income hypothesis (PIH) argued that the level of 
consumption depends on current and expected future income stream, that is,

 t t tC Yp  ϕ  (2)

where tC  is private household consumption in period t, tYp  is household permanent income 
in period t and tμ  is the error term. 

Friedman postulated that transitory income changes do not have an effect on 
household consumption but rather permanent changes. 

The wealth effect on the household consumption expenditure was perhaps explicitly 
introduced by Ando and Modigliani (1963). They argued that households seek to smoothen 
their lifetime consumption to avoid large variance in their consumption in periods of high 
income and low income. Often, this effect has been analysed as the life-cycle hypothesis 
(LCH) in which private consumption is modelled as,

 ( )t t t tC Y A   η σ γ ν  (3)

Where tA  is the end period private wealth and   is the rate of return on assets and t  is an 
error term. The rate of interest is important in explaining consumption in so far as it affects 
the value of wealth held in interest bearing assets. If interest rate goes up, household would 
expect to get more from their assets and as such may increase consumption. 

2.2 The Empirical Literature Review 

Early researches on wealth effects were mainly based on developed countries for 
example Mankiw et al. (1991); Starr-McCluer (1999); Maki et al. (2002); Lugwig et al. 
(2002). Most of these studies found positive and significant stock market wealth effects 
of between 2-9 percent. For the US wealth effects were found to be between 4-7 percent. 
Mankiw and Zeldes (1991) estimated micro level wealth effects for American households 
using OLS. They found a marginal propensity to consume out of stock market wealth of 
between 3 and 5 percent. They found the effect to be more pronounced for equity holders 
than for non-equity holders. Sousa (2008) found stock market wealth to be significantly 
smaller than non stock market wealth for USA. He also found that indirectly held stock 
market wealth has greater impact on consumption than direct property.

For Australia, Kohler et al. (2003) found a significant wealth effect of 7-9 percent. 
Similar to Mankiw et al. (1991), they also found out that in the wake of rising stock market 
wealth, households that hold stocks in their portfolios would increase their consumption 
more than those who do not hold equities. Their study, however, found the relationship 
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between consumption and wealth to be unstable over time. Macklem (1994) found wealth 
effects of around 3.5cents per every dollar in the period of wealth change for Canadian 
households. He also found the effect to be lasting beyond the period of wealth change.

Very few studies based on emerging economies include Peltonen et al. (2009) who 
estimated wealth effects for 14 emerging economies. He found that a 10 percent rise in 
stock prices is associated with 0.29-0.35 percent rise in per capita consumption. Yet, 
they found that consumption reacts stronger to negative changes than it does to positive 
changes. Ahumada et al. (2003) also found significant but low wealth effect for Argentina. 
They used aggregate private consumption, national disposable income and stock market 
capitalisation macro level data without separating between equity holders from non-equity 
holders in their estimation of the wealth effects of an emerging country using data from 
Argentina. This finding was also in line with Funke (2004) who found small but significant 
wealth effects for 16 emerging economies for the period 1985-2000 ranging from 0.2-0.4 
percent.

An important element to consider when studying wealth effects is the marked 
heterogeneity of stock ownership. Attanasio et al. (2002) used the UK Family Expenditure 
Survey (FES) data, to develop a method for separating the “likely” stockholders from non-
stockholders and divided households into cohorts which depend on the likelihood of owning 
stocks in their wealth portfolios. They also found the consumption of stockholders was more 
highly correlated with stock market returns than the consumption of non-stockholders. 

One shortcoming of their analysis is that they used a set of observable characteristics 
to construct a cohort of likely stockholders and likely non-stockholders, and regressed the 
average stock return against the average change in consumption of the two groups. However, 
those households who they predicted to own stocks might have other characteristics that 
are likely to affect their consumption behaviour. This indirect channel makes simple 
interpretation of the regression results more difficult (Grant et al. 2004).

 However, the above studies are micro based in that they consider wealth effects 
on household level and not economy wide wealth effects. The micro based studies are 
criticised by macro based groups of researchers which include Bertaut (2002) who felt that 
not including those agents who do not hold stocks will only concentrate on the direct and 
immediate wealth effect and thus will estimate part of the effect and thus will misguide 
policy. Moreover, Paiella et al. (2004) argued that the micro based approach to wealth effects 
results in endogeneity problems. Endogeniety arises since households that hold stocks are 
usually those that are wealthier and as such are expected according to economic theory 
to have a low marginal propensity to consume and as such, it tends to underestimate the 
wealth effect. He further argued that the effect is further underestimated if the consumption 
on non-durables only is considered since wealthier households tend to expend even low 
percentage of their income on non-durables. In this study we shall follow the approach by 
Ahumada et al., (2003) and Macklem (1994) among others and estimate a stock market 
wealth effects using aggregate data for Zimbabwe. The approach is the most appropriate to 
the study because it is useful for policy purposes. 
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3. Methodology and results  

3.1 Theoretical framework

Following Labbard et al. (2005) the aggregate consumption function can be modelled 
as:

 ( , , )t t t i tC f Y C  γ  (4)

where tC  is household consumption, tY  is total household disposable income, tγ  is the 
rate of interest in period t and t iC   represents past consumption levels. Ideally from the 
basic Keynesian function (1936), disposable income and consumption are believed to have 
a positive relationship. Consumption also depends on past levels of itself t iC   this idea 
was popularised by Friedman (1957) and Ando and Modigliani (1963) in the permanent 
income and the life cycle hypothesis respectively. tγ  is the rate of interest on savings and 
it takes into account interest elastic consumption that is mostly consumption of durable 
consumer goods. Interest rate also affects consumption by increasing the opportunity cost 
of consuming now thus a negative relationship is expected. 

We shall split household income into human income ( )Y and non-human income
( )W . Since the study is limited to non durable consumption which in most LDCs is not 
financed from borrowed funds we will not include the rate of interest in our analysis. 
Moreover, with the hyperinflationary environment over the past decade, there has been a 
negative real interest rate. Given the above mentioned, we shall therefore modify equation 
4 to:

 ( , , )t t t t iC f W Yd C   (5)

where tW  is household wealth in period t, tYd  is disposable income in period t. 

3.2 Modelling Techniques

The study used an autoregressive distributed lag (ARDL) cointegration approach as 
pioneered by Pesaran et al. (1999), which they referred to as the Bounds Test Cointegration 
(BTC). The ARDL cointegration is more superior to the conventional cointegration 
approaches2 in a number of ways.

Firstly, ARDL employs only a single reduced form equation thus avoiding estimation 
numerous equations some of which might not be important for the study in question (Pesaran 
et al., 1999). Furthermore, the ARDL approach also avoids stringent order of integration 
requirements as required by conventional cointegration procedures since it can be applied 
irrespective of whether the variables are I (0) or I (1) (Pesaran et al., 2001). Above all, 
given the low testing power of the unit root test, and the cyclical nature of most series, the 
ARDL is deemed superior to the conventional techniques. This is because the stationarity 

2  For more details on the conventional cointegration techniques see Engle et al. (1987); Johansen 
(1988).
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tests result in biased results at times (Pesaran et al., 2001). However, it should be noted that 
in cases where some variables are I (2) or beyond, the ARDL will be inconsistent and will 
thus collapse (Pesaran et al., 2001).

3.2.1 ARDL modelling approach3

To illustrate the ARDL modelling approach, we followed the leads of Pesaran et al. 
(1997, 1999) as summarized in Choong et al. (2005), we apply the bounds test procedure 
by modelling equation 5 as general autoregressive (VAR) models of order p in tG :

 0
1

p

t i t i t
i

G G 


  α η ε , t=1, 2, 3…T (6)

With 0α  representing a (k+1)-vector of intercepts (drift), and tG  is the vector of variables
ty  and tx respectively. Where ty  is the dependant variable consumption, (LCON) and tx  

is a vector matrix representing a set of explanatory variables stock market capitalization 
and household disposable income ( , )t t tx LCAP LINC . The short run unrestricted error 
correction (UECM) version of the ARDL model is given by:
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Where D is the first difference operator, , ,t t tϕ β δ  are short run elasticities and iλ  are 
long run multipliers, tε  is the stochastic error term and p is the optimal lag length for each 
variable which might not necessarily be equal for each variable. The first part of equation 
7 with , ,t t tϕ β δ  represents short run dynamics of the model while the second part with iλ
represents the long run relationship. In estimating the UECM it is important to determine the 
optimal lag length p, which might as stated earlier be different for every variable depending 
on how sooner or later the variable applies its effect to the dependant variable.  

3.2.2 Selection of optimal lag length

The selection of structural lags p is determined by using the SBC4. The SBC involves 
estimating (p+1)k equations and selecting the one with the largest SBC. Where p is the 
maximum number of lags to be used and k is the number of variables in the equation. It our 
model we take p = 4 since we are using quarterly data.5 Since we have three variables in the 
model we took k = 3. Microfit 4.0 automatically selects the parsimonious equation from a 
total of 125 equations and found it to be an ARDL (1, 2, 1) model.

3  Much of the material in this section follows the leads of Pesaran et al. (1999).
4  It can also be selected using the general to specific modeling technique as argued by Narayan et 
al. (2004).
5  For the rational of using p = 4 when using quarterly series see Pesaran et al. (1997).
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3.2.3 Testing for stationarity

The Phillip- Peron (PP) test was applied in order to determine stationarity properties 
for each variable. Variables were first converted to logarithms before carrying out the test 
for stationarity. Table 1 reports the PP test for all the variables in their levels.

Table 1: Phillips-Peron test statistics for variables in levels and first differences

Variable Intercept Intercept and trend Conclusion
Critical value           5% -2.9215 -3.5025  

1 % -3.5682 -4.154
LCON -2.613 -2.0207 Non stationary
LCAP -2.0622 -2.14295 Non stationary
LINC -2.2444 -2.0479 Non stationary
DLCON -10.6970*** -12.2216*** Stationary
DLCAP -7.31087*** -7.51910*** Stationary
DLINC -7.64374*** -8.08342*** Stationary

*** means significant at 1 percent level

Since the absolute values of the calculated PP statistic for the variables in levels 
do not exceed the critical values shown in table 1, we cannot reject the null hypothesis of 
non-stationarity and it can therefore be concluded that there exists a unit root even at 1 
percent significance. We thus proceed to differentiate the series once. After differentiating 
the variables once, the stationarity test was redone to the first differences. The results of 
stationarity test in first differences are also reported in Table 1. This implies that all the 
variables are I (1) and as such the bounds test procedure can be carried out since no variable 
is I (2) or above. Having established that all the variables are I (1) and are permissible for 
ARDL cointegration we will proceed to carry out the cointegration test.

3.3 ARDL Cointegration test

After regression of equation 7, the ARDL test for cointegration can now be conducted 
using the Wald test (F-statistic) to discern the long-run relationship between the concerned 
variables6. The F test will be used to determine whether there is some kind of relationship 
between variables. Under the null hypothesis that there is no long run relationship between 
the variables, the cointegration test will be conducted.

According to the Pesaran et al. (2001), the lower bound critical values assumed that 
the explanatory variables are integrated into order zero, or I (0), while the upper bound 
critical values assumed that they are integrated into order one, or I (1). Therefore, if the 

6  The computed F-statistic value will be compared with the critical values tabulated in Pesaran et 
al. (1999). 
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computed F-statistic is smaller than the lower bound value and all our regressors are I (0), 
then the null hypothesis is not rejected. Conversely, if the computed F-statistic is greater 
than the upper bound value, then we do not reject the null hypothesis stated earlier. On the 
other hand, if the computed F-statistic falls between the lower and the upper bound then the 
result is inconclusive and thus the decision has to be based on the significance of the error 
correction term, (Pesaran et al., 2001). The results reported below show that the hypothesis 
of no cointegration cannot be accepted at the 5 percent marginal level.

Table 2: Cointegration test results

ARDL (1, 2, 1) selected basing on Schwarz Bayesian criterion 7

Test statistic Value Lags Significance level Bounds critical value7

% I (0)                     I (1)
F-statistic 4.439 2 1

5
10

4.614                 5.966
3.272                 4.306                   
2.676                  3.586

 From Table 2 it can be seen that the calculated F-statistic of F = 4.439 is higher 
than the critical for I (1) at the 5 percent level of significance using restricted intercept and 
no trend. This implies that the hypothesis of no cointegration cannot be accepted at the 5 
percent marginal level. We therefore conclude that there exists evidence of a cointegrating 
relationship between the variables. We now proceed to estimate the long run relationship.

3.4 The Long Run Equation 

The long run equation can be specified as;

 

1 2

1 0 0

q qp

i t i i t i i t i t
i t t

LCON LCON LINC LCAP  
  

      α β ϕ δ ε  (8)

The results for the parsimonious model ARDL (1, 2, 1) are reported in Table 3.

Table 3: Long run equation results

Dependant variable LCON
Variable Coefficient Std. Error Prob.  
C                         -0.13308 0.94275            0.888
LCAP 0.048148* 0.02798            0.087
LINC 0.95533*** 0.24966 0.000
 *** and* denotes significance at the 1 percent and 10 percent level.
R-squared                             0.84492                     Adjusted R-squared                   0.82223
D-W statistic                          2.1283                     Wald F (6, 41)                 37.2310(0.001)

7 Critical value include restricted intercept and no trend.
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The empirical results, reported in Table 3, show that all the determinants of 
consumption used in this study are statistically significant at least at the 10 percent marginal 
level. The diagnostic tests show that the model is correctly specified and has the correct 
functional form. The diagnostics also indicate that the model does not have problems of 
serial correlation, multicolinearity and heteroscedasticity. The summary of diagnostics is 
reported in Appendix B.

The coefficient of stock market wealth (LCAP) of (0.0481) is positive and statistically 
significant at the 10 percent marginal level. This suggests that in the long run, an increase of 
one dollar in the value of stock market capitalization is associated with an increase of 4.8 
cents in household consumption. On the other hand, the coefficient on LINC is 0.95533 that 
is positive and statistically significant. The coefficient also carries the expected positive 
sign. This implies that a change in household disposable income of 1 percent results in a 
0.955 percent change in consumption. 

The marginal propensity to consume out of stock market wealth of 0.048 tends to be 
consistent with findings of studies from the developed world. This MPC out of stock market 
wealth implies that there exists a long run relationship between consumption and stock 
market wealth in Zimbabwe. The finding might have been fostered by the fact that since 
households have fewer assets in their portfolios they pay particular attention to changes 
in stock wealth. Another reason is that given the falling incomes in Zimbabwe since 1999 
to present day households are constrained by low-income levels and thus will expend any 
increase in income that will come their way.

It is also important to note that other determinants of consumption like income are 
also significant. A dollar increase in disposable income increases consumption by around 
95cents and this relationship is statistically significant even at the 1 percent marginal level. 
This coefficient also carries a positive sign as expected which conforms to the simple 
Keynesian consumption function (1936) where current income is the major determinant of 
consumption.  However, the marginal propensity to consume from income tends to be very 
large compared to other studies. The finding implies that households consume nearly 96 
percent of the increase in income that they obtain. Most studies find an MPC of less than 60 
percent. The falling incomes facing Zimbabwean households might be the reason for such a 
high MPC since households are not obtaining enough incomes to cover the basics. 

3.5 The short run Error correction model  

Though variables exhibit long run trend, it is possible that they might be in short run 
disequilibria. The short run equilibrium error correction term (ECM) is used to estimate 
how long it takes for the variables to converge to the long run equilibrium once they are in 
short run disequilibria. The ARDL short run error correction model is given below;

0
1 0 0

p p p

t i t i i t i i t i t i t
t i i

DLCON a b DLCON d DLINC f DLCAP ECM   
  

        η μ         (9)
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The results of the error correction model are reported in Table 4.

Table 4: Short run ECM results

Dependant variable DLCON 
Regressor Coefficient Std. Error Prob.  
DLCON -0.042913 0.29619            0.885
DLINC 0.56388*** 0.097091 0.000
DLINC1 -0.30652** 0.095137            0.002
DLCAP 0.27429*** 0.060432 0.000
ECM(-1)                   -0.32247** 0.10579            0.004
 **, *** Denotes significance at 5 percent and 1 percent marginal level respectively
R-squared                                  0.64952           Adj R-squared                              0.59825
D-W statistic                             2.1283             F (4, 43)                             18.9959(0.000)

The dynamic error correction result shown above shows that the coefficient of 
DLCAP, DLINC and DLINC1 are statistically significant at the 5 percent marginal level. 
This means that changes in these variables are related to changes in consumption. From 
Table 4 it can be seen that a change in the value of capitalisation (DLCAP) has a statistically 
significant and positive effect of 0.27429 on the change in consumption (DLCON). It can 
also be seen from the table that a change in the household income (DLINC) has a significant 
effect on the change in consumption (DLCON).

The coefficient of ECMt-1 is found to be reasonably large in magnitude and is 
statistically significant. It confirms a long run relationship between the variables. The 
coefficient of ECM term is -0.32247, which suggests a speedy adjustment process. More 
than 32 percent of the disequilibria of the previous quarter’s shock adjust back to the long 
run equilibrium in the current quarter. The error correction term also carries a negative sign 
as expected. The negative sign confirms that the adjustment will be in the opposite direction 
of the disequilibria. This means that there is convergence to the equilibrium relationship, 
otherwise the series would diverge away from their long run equilibrium.

3.6 Data Sources and Problems

The study uses quarterly time series data covering the period from 1994(1) to 
2007(2). The choice of the period is because the ZSE was deregulated in 1993; in order to 
maintain consistence and avoid unnecessary break in data the study shall start from 1994 
after the ZSE was deregulated. However, for time series data the period is long enough to 
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establish whether there exists the relationship between the variables. The study is based on 
secondary data extracted from existing publications and the data were obtained from the 
Central Statistical Office (CSO) and the Reserve Bank of Zimbabwe (RBZ). 

Due to the hyperinflationary environment that characterised the economy during the 
period under study we converted the data to US dollars using the parallel market exchange 
rate obtained from Old Mutual Financial Holdings and Imara Asset Management. The 
parallel market exchange rate was preferred because we felt that it could mirror the value 
of the Zimbabwean dollar more accurately than official figures which tend to overvalue the 
local currency. We further deflated the US denominated data to constant 1990 US prices 
using the US consumer price index as reported in the Bureau of Labour Statistics. To obtain 
quarterly series for household income we used the Lisman and Sandee (1964) method 
which is discussed in Appendix A. Whilst every care was taken to maintain accuracy 
in manipulating the data, the possibility of errors and omissions cannot be completely 
rejected. 

4. Conclusions and policy recommendations

Form the empirical results it can be concluded that stock market wealth has a long run 
relationship with household consumption. Thus, basing on these results the hypothesis that a 
change in stock market wealth has a positive effect on household, non durable consumption 
cannot be rejected. A change in stock market wealth of one dollar will result in a change in 
consumption of 4.8 cents. The marginal propensity to consume out of wealth has been found 
to be around 0.048. The results tend to be in line with the economic theory which postulates 
that a change in household permanent income has a positive effect on income. The dynamic 
error correction also validates the long run relationship since it is statistically significant 
there exists a positive and statistically significant relationship between consumption and 
stock market wealth. The dynamic error correction results indicate that there is a speedy 
error correction process implying that when variables are in short run disequilibria the 
system quickly corrects itself. 

4.1 Policy Implications

The findings of this study imply that interventionist policies like monetary policy 
need to consider the agent’s reactions as they experience a monetary shock before setting 
targets. In this case the wealth effects tend to reinforce the initial policy position and thus 
may produce unwanted results such as inflation and excessive unemployment of resources. 
The results of this study imply that discretionary policies in Zimbabwe need to provide for 
the effect of the stock market wealth before setting the level of intervention that is needed 
to achieve a certain specified target. For example, expansionary monetary policy aimed at 
increasing employment during recessions normally involves increasing money supply by 
a certain percentage so as to hit the intended target. The increase in money supply will see 
households holding excessive money balances above their requirements for transaction 
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purposes. The households tend to offload the excess in the money market by way of buying 
bonds, thus, increasing their demand and pushing up their price. According to Keynes 
(1936) there exists a negative relation between bond prices and interest rates; therefore, 
interest rates tend to fall. The fall in rate of interest will in turn reduce the returns in the 
money market. Agents thus substitute away from the money market to the stock market; 
this will increase demand of equities and thus pushes up the price of equities. For agents 
who already hold stocks the increase in stock prices means increase in household’s wealth 
and thus with the significant wealth effect that we have found empirically, agents increase 
consumption which further aggravates the initial stimuli. 

The increased aggregated demand would see inventories falling and calls forth for 
producers to produce more, in the wake of near full employment this might be inflationary. 
In light of the foregoing, policymakers should consider the effect of stock market wealth 
effect on employment and output before they can calculate the necessary changes in 
their instruments required to hit the intended target, otherwise they will not realise the 
employment or inflation levels that they would want to achieve from economic models.

For contractionary monetary policy the initial effect will be to increase interest rates, 
the rising interest rates from initial policy stimuli attract agents in the money market away 
from the stock market. This substitution will exert a downward pressure on stock prices 
and thus reduce household wealth. The significant wealth effects that we have obtained 
mean agents will reduce consumption accordingly. This fall in consumption thus reduces 
aggregate demand resulting in accumulation of inventories, reduced production levels and 
a general deflation in the economy. In light of the policy reinforcement discussed above, 
it is important for policy makers to make adequate and correct calculation of the effect 
otherwise they will end up surpassing their targets thus causing unnecessary deflation or 
inflation.

4.2 Suggestions for Future Researches

Future researches can consider disaggregated wealth effects on non-durable 
consumption. Inclusion of housing wealth to the analysis of wealth effects in developing 
countries can help broaden the concepts discussed in this study. 

There is also need to consider wealth effects in the VAR framework where we could 
include more than one cointegrating vector and run causality test to see whether there are 
multidirectional feedbacks in the model. Future studies could also consider wealth effects 
in the micro level excluding non-equity holders and see whether we can reach the same 
conclusion as we have obtained in this study.
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Appendix

Appendix A: Lisman and Sandee (1964)

This method is employed to generate quarterly data from annual totals. The method assumes 
that the quarterly series of a variable Y j  depends linearly on three successive annual figures 
Y* 1i , Y* i , Y* 1i  such that: Y* j =a , 1j  Y* 1i +a ,0j Y 1 a +a , 1j  Y* 1i . The twelve constants 
a jk  (j=1, 2, 3, 4: k=-1, 0, 1) are obtained by imposing twelve restrictions on the matrix of
a jk . In detail the method involves the following steps

Step 1

Starting from the first data point, group the observations in column vectors of order three 
for all successive years. For example if Y1, Y2 and Y3 are annual totals for a variable Y 
where 1,2and 3 are successive years the vector would be 

Z=
1

2

3

Y
Y
Y

 
 
 
  

 ,  L= 

0.729 0.1982 0.0211
0.0103 0.3018 0.0415
0.0415 0.3018 0.0103
0.0211 0.1982 0.729

 
   
  
 
 

Step 2 

The Lisman and Sandee interpretation matrix  is given by matrix L above
The quarterly data for the year whose annual totals is in the middle position of the 

vector Z in step 1 is obtained by pre-multiplying the L matrix as in the example below: 

12
1

22
2

32
3

42

.

Q
Y

Q
L Y

Q
Y

Q

 
  
      
    

 

Where Q ij is the ith quarter observation for year j (here j=2). This method has the nice 
property that the quarterly data it generates sum to exactly the annual total. The weakness 
however is that by the nature of the generation of the Z matrices, the method may introduce 
variability in the date generated which may not be present in the original series.
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Appendix B: 

Table A1: Summary of diagnostics

 Test                                                           F-statistic                           Probability
Specification error:
Ramsey RESET test                                    0.39769                                0.5321
Serial correlation:
Breusch-Godfrey correlation LM test           0.32157                                0.862 
AR Cond. Heteroscedasticity:
ARCH LM test                                           2.5824                                  0.1156

Stability Tests
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   TTT hhh eee    sss ttt rrr aaa iiiggg hhh ttt    lll iii nnn eee sss    rrr eee ppp rrreee sss eee nnn ttt    ccc rrr iii ttt iii ccc aaa lll    bbb ooo uuu nnn ddd sss    aaa ttt    555 %%% sss iiiggg nnn iii fff iii ccc aaa nnn ccc eee    
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Budget Deficit and Macroeconomics Fundamentals: The case of Azerbaijan

Kahnim Farajova1

         

Abstract

In recent years, the emergence of rising budget deficit is the main reason forcing economists to 
investigate the reasons for changes in fiscal balances. The purpose of the paper is to investigate 
the relationship between budget deficit and macroeconomic fundamentals using data from 
Azerbaijan. The empirical analysis applies ARDL Cointegration methodology in conjunction 
with Granger causality tests to provide evidence for both the long and short run dynamics 
between the variables involved in the analysis. Using the Error Correction specification, there 
was found evidence of long-run causality running from current account, real interest rate, 
GDP, inflation and exchange rate to budget deficit. There was also found evidence of short-run 
Granger causal effects running from current account and real interest rate towards budget 
deficit and a rather weak causal effect from inflation to budget deficit. However, there is no 
short – run causality running from interest rate to budget deficit. 

Key words: Budget deficit, Fiscal policy, Cointegration methodology, Error correction model

JEL classification: E62, H62, C22

1. Introduction

Azerbaijan became an independent state in October 1991, following the dissolution 
of the USSR. The Azeri economy, geared to the demands of the Soviet GOSPLAN (the 
state planning commission of the former Soviet Union or any of its constituent republics: it 
was responsible for coordination and development of the economy, social services, etc) and 
part of CMEA (Council for Mutual Economic Assistance), faced external shocks with the 
demise of these structures, and by the onset of regional conflict over Nagorno – Karabakh. 
The break-up of trading links and payment mechanisms within the CMEA bloc, and more 
particularly within the Soviet Union was exacerbated by the deterioration in terms of trade 
for Azerbaijan as the formerly planned economies began to move towards transition at 
different speeds and with different rates of price adjustment. The start of the stabilization 
process was possible following the cessation of conflict Garabag in 1994. During this year 

1  Alexander Technological Educational Institute (ATEI) of Thessaloniki, 57400 Thessaloniki, P.O 
Box: 14 Greece, e-mail: xfarajova@gmail.com
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a 30-year contract was signed between the State Oil Company of Azerbaijan Republic 
(SOCAR) and 13 oil companies, among them Amoco, BP, ExxonMobil, Lukoil.

In 1995, the Azeri authorities undertook an IMF-backed stabilisation plan. Both 
monetary and fiscal policies were tightened. These led to a sharp reduction in domestic 
inflation to 84,5 per cent in 1995 and to 4 per cent in 1997. Azerbaijan's high economic 
growth during 2006-08 was attributable to large and growing oil exports. GDP grew 41.7% 
in the first quarter of 2007, possibly the highest of any nation worldwide. Such rates cannot 
be sustained, however, despite reaching 26.4% in 2005, and over 36.6% (world highest) in 
2006, they dropped to 11.6% in 2008. In 2009, economic growth dropped back to around 
3% as oil prices moderated and growth in the construction sector cooled. The current global 
economic slowdown presents some challenges for the Azerbaijani economy as oil prices 
remain below their recent highs in mid-2008, highlighting Azerbaijan's reliance on energy 
exports and the ongoing difficulty diversifying its economy. In 2009, the government 
increasingly relied on financial transfers from the State Oil Fund to bridge its budget 
shortfalls. It should also be noted that besides important oil reserves Azerbaijan also has 
significant agronomic potential based on a wide variety of climatic zones. 

On 18 June 2010, Azerbaijan's parliament, the Milli Majlis, has passed a bill amending 
the 2010 state budget. The amendments increase the revenue side of the budget by AZN 
1.49bn ($1.855bn), bringing total revenue to AZN 11.505bn ($14.322bn). Expenditure 
is increased by AZN 1.11bn ($1.259bn), bringing it to AZN 12.275bn ($15.281bn).The 
increased revenue will be met by increased contributions from the State Oil Fund, which 
will go up by AZN 1bn to AZN 5.915bn, and from the Ministry of Taxes, which will 
contribute an additional AZN 490m, taking their total contribution to AZN 4.47bn.The 
amendments mean a reduction in the budget deficit from AZN 1.249bn to AZN 770.3m, or 
from 3.9% of GDP to 2.3%.

The main question is why such a country emerging as an important exporter of oil and 
natural gas and as a transport corridor between Europe and central Asia has budget deficit. 
Are fiscal deficits explained by a set of economic variables or do political factors bias 
fiscal policy towards deficit spending? In particular, do political systems and institutions 
have an inherent bias towards fiscal deficits or are these the result of the decisions of 
policymakers? 

2. Theoretical Underpinnings
 

Theories of budget deficits run in two general directions. Some theories look on the 
effect of fiscal deficits on economic variables. Others look on the reverse direction, that is, 
what macroeconomic and fiscal variables (including budget rules and institutions) affect 
and determine fiscal deficits. This section gives a brief review of the theories of both –the 
effect of fiscal deficit on economic variables and the effect of macroeconomic variables on 
fiscal deficit.
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2.1 Effect of Persistent Deficits on the Economy

How do persistent budget deficits and large government debt affect the economy?
Macroeconomic theory has divergent hypotheses regarding the implications of 

government deficits and debt on the economy. One strand of the literature contends that 
government debt reduces national saving which, in turn, crowds out capital accumulation. 
Thus, government debt hinders economic growth. Another strand of the literature implies 
the opposite: public debt does not influence national saving or capital accumulation. This 
view is based on the Ricardian equivalence theorem which asserts that it is only the quantity 
of government purchases, not whether such purchases are financed through between 
taxation or borrowing, which affects the economy. This implies that economic agents are 
indifferent between governments borrowing now or to a tax increase in the future. It has 
been shown empirically that this is not the case in the real world. In addition, when the 
permanent income hypothesis and the effect on consumption are considered, the Ricardian 
equivalence may not hold.

Barro’s tax-smoothing theory states that what determines the deficit is the desire of the 
government to minimize distortions associated with raising taxes. The model implies that 
deficits and surpluses arise when the ratio of government purchases to output is expected to 
change. War and recession are times when the expected future ratio of government purchases 
to output is less than the current ratio. Consistent with the tax smoothing model, it has been 
observed that governments usually run deficits during these times. This implies that when 
national income is low, or government purchases are large, governments run deficits.

Roubini and Sachs (1988) find only partial evidence to support tax-smoothing, 
wherein tax rates are set over time to minimize the excess burden of taxation. They 
found a tendency for larger deficits in countries characterized by a short average tenure 
of government, the presence of many political parties in a ruling coalition and higher tax 
collection cost.

2.2 Effect of Macroeconomic Variables on Fiscal Balance

Inflation may affect budget deficits through various ways. The first way is through 
real tax revenues - inflationary conditions reduce the real tax revenues collected by 
government, thus, pushing towards budget deficits. The second way is via the effect on 
nominal interest rates. Inflation increases the nominal interest rates and consequently debt 
servicing, thus increasing the budget deficit. With these two factors in mind, it may be 
expected that inflation negatively affects fiscal balances.

However, inflation may positively affect fiscal stance by raising revenues via income 
tax ‘bracket creep.’ The US experience in the late 1970s was high federal tax receipts 
as a percentage of GDP in the face of high inflation rates (of approximately 10%). The 
explanation given by Saez (1999) and Auerbach (2000) was that the US income tax system 
at the time was not indexed for inflation (i.e. fixed in nominal terms), resulting in taxpayers 
near the top-end of a bracket to creep to the next bracket even if real income remained 
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the same. Furthermore, if the tax system is designed to be elastic to changes in economic 
activity, it may be possible to have increased revenues with a boom and thus a positive 
influence on fiscal balance.

Easterly and Schmidt-Hebbel (1994) estimated the relationship between inflation 
and fiscal deficits. Across countries, the decision to print money to finance deficits (i.e. 
seignorage) would depend on the extent to which other means of financing are available. 
In their cross section estimation, they found no simple relationship between fiscal deficits 
leading to inflation. For case studies using time series data, revenue-maximizing inflation 
rates seem to rise with actual average inflation. In addition, money demand and inflation are 
nonlinearly related. It was found that money demand has decreasing semi-elasticity with 
respect to inflation. This implies that as inflation rises, money demand becomes less semi-
elastic. They concluded that seignorage is unimportant as a steady state phenomenon, but 
it can be important as a temporary source of revenue in times of crisis. Furthermore, large 
surges of money creation are not closely linked to accelerated inflation. Though Easterly 
and Schmidt-Hebbel (1994) looked at how budget deficits affect inflation via seignorage, 
the opposite direction of this study, it is evident that the relationship of inflation and fiscal 
stance is not a simple one. The effect of inflation may be through various routes, thus 
making the actual relationship dependent on empirical evidence.

The level of development of the financial market is also believed to be related to 
fiscal performance. A more developed financial market would have more readily available 
forms of money to buy goods and services without incurring costs. The World Bank 
suggests that a more developed financial sector has increased flexibility in adjusting to 
macroeconomic shocks to prevent banking or financial crises. A measure of financial depth 
used by the World Bank is the ratio of liquid liabilities (i.e. broad money or M3) to GDP.

Another aspect of a financially deep economy is the link between banking openness 
and economic growth. Bayraktar and Wang (2006) found empirical evidence that banking 
sector openness may directly affect growth by improving the access to financial services 
and indirectly by improving the efficiency of financial intermediaries, both of which reduce 
the cost of financing and in turn, stimulate capital accumulation. Increased investments lead 
to economic growth and an improved fiscal performance, implying a positive relationship.

The literature on financial openness has also hinted at a positive relationship between 
financial depth and fiscal balance. Financial repression, as indicated by a less liquid 
banking sector, is practised by government either to finance its budget deficits or to direct 
its access of cheap credit to select industries, or both. Restrictive financial policy can be 
implemented in various ways: (1) imposing high nominal interest rate ceilings; (2) money 
creation (i.e. seignorage); and (3) imposing high reserve requirements. Denizer, Desai and 
Gueorguiev (1998) found evidence that the post-Communist governments in their study 
inhibit the development of financial institutions to ensure adequate flows of external capital 
to enterprise sectors rather than to finance deficits.

Other empirical evidence, however, has shown a negative relationship between fiscal 
deficit and financial market development. Woo (2001) examined the effect of financial depth 
on consolidated public sector deficit in developing countries. He found that an increase in 
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financial depth is negatively associated with fiscal stance. He explained that a more liquid 
banking system can more easily finance fiscal deficits by issuing bonds without having 
to resort to inflationary finance. Aizenman and Noy (2003) found similar evidence that a 
budget surplus has a negative impact on financial openness for developing countries. That 
is, a bigger budget deficit will increase de facto financial openness. This was explained 
by evidence that developing economy engage in procyclical, rather than counter-cyclical, 
policy. In developing economies, financial crises tend to lead to recessions that in turn 
result in lower budget deficits because government reduces its spending. In addition, if the 
tax system is relatively inelastic to economic activity, an economic recession would lead to 
relatively higher tax revenues.

Turning to the open economy, most of the literature and studies about fiscal deficits 
and exchange rates have used fiscal stance as the independent variable. Easterly and 
Schimdt-Hebbel (1994) found robust relationships between the fiscal deficit, the trade 
deficit, and the real exchange rate. The fiscal deficit and the real exchange rate have a 
two-step relationship: the fiscal deficit and other determinants of investment and saving 
behaviour determine the external deficit, which then determines the real exchange rate 
consistent with clearing of the domestic goods market. 

Long-term interest rate. A high interest rate worsens the overall budget balance via 
increasing interest expenditure on newly issued debt and on rolling debt. On the other hand, 
higher interest rates signal higher opportunity costs of bond market financing, possibly 
urging governments to improve the fiscal balance. Overall, however, the first effect is 
expected to dominate, thus producing a negative correlation between interest rates and 
budget balances.

An alternative measure could be interest expenditures as a percentage of GDP, on 
the ground that effects of high interest rates on fiscal policies depend on the prevailing debt 
level (e.g. Volkerink and De Haan, 2001 and Eschenbach and Schuknecht, 2002).

Short-term interest rate. In setting fiscal policy, the monetary policy stance may be 
an argument. The expected reaction, however, is ambiguous. High short-term interest rates 
to reduce inflationary pressures could be supported by fiscal policy or it could be countered, 
depending on policy preferences, views on the operation of the economy, and the allocation 
of tasks among policymakers. Modelling monetary policy by an interest rate, moreover, 
may capture other elements such as the cost of government financing, as described above 
when discussing long-term interest rates. This may be of particular importance in case of 
predominantly short-term financing or in case there is a strong link between short-term and 
long-term interest rates.

3. Methodological Issues

3.1  Concept of Stationarity

A stochastic process is said to be stationary if its mean and variance are constant over 
time and the value of the covariance between the two time periods depends only on the 
distance between the two time periods and not on the actual time at which the covariance 
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is computed (Gujarati, 2003).When time series data are not stationary and are used in an 
econometric equation, there is the problem of spurious regression, which leads to unreliable 
results. In order to avoid this problem, it is necessary to investigate the time series data for 
their stationary properties.

The ADF test consists of estimating the following regression:
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(3.1)
 

Where ui is a pure white noise error term, Δyi-1 = yi-1-yi-2, and p is the class of autoregression.  
We test whether δ = 0 (null hypothesis).

The ADF test with trend variable consists of estimating the following regression
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(3.2)

Where t is the time or trend variable. The null hypothesis is δ = 0 and if it is rejected, yi is 
stationary around a deterministic trend.

The ADF test statistic is a modified t statistic. It has developed by Dickey and Fuller 
in cases where serial correlation exists and is conducted by adding the lagged values of 
the dependent variable Δyi. The ADF test follows the same asymptotic distribution as the 
DF statistic, so the same critical values can be used. The power of the test to reject the 
null hypothesis decreases when the number of lags is increased. The rejection of the null 
hypothesis entails that the examined variable is stationary (Gujarati, 2003).                                   

The testing procedure requires the estimation of the testing model and computes 
the t-value for the estimated coefficient β. Then we compare the calculated t ratio with the 
critical value τ from the Dickey - Fuller tables. If t > τ, then the null hypothesis is rejected. 
If t < τ, then the null hypothesis is accepted. In case the variables are found to be non-
stationary we repeat the test using as depended variable the second difference Δ2yi-1 and so 
on, till we come to a stationary transformation of the original variable (Lazaridis, 2005).

3.2  The Concept of Cointegration

Many economic time series tend to change over time. However, this change may 
occur in: a) a stable or predictable way, in which case the mean and variance will be well 
defined, or b) in an unstable way, entailing that the mean and the variance will change 
over time. Unstable or non-stationary series can often be made stable or stationary if 
differentiated (d) one or more times, and are called integrated series of order d, [~I (d)]. 
Cointegration extends the univariate concept of integration to two or more series. Even 
in the case of two non-stationary variables, if a linear transformation of the variables is 
stationary, they are said to be cointegrated (more than two variables can generate more than 
one cointegrating vector). If cointegration is detected, the cointegrating equation defines 
the long-run relationship of the variables, but also, an error-correction model will exist to 
define both the short-run and long run behaviour of the variables. 
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If a long-run equilibrium relationship exists for a set of variables X, then it must be 
true that a cointegrating vector γ can be defined such that Zt = Xtγ ~I(0).

That is, Zt (the error term) is white noise representing random disturbances from 
a long-run equilibrium position; with the system again adjusting to the equilibrium. A 
direct test proposed for cointegration by Engle and Granger (1987) consists of a two-stage 
approach. First, each variable series is tested for stationary. In case the variables are found 
non stationary of the same order of integration, we proceed with the second stage. Next, 
the cointegrating vector is formed and then a test, that the errors (Zt) are integrated of order 
zero, is performed. The Engle-Granger procedure has an advantage in the application of 
the least squares to identify and estimate a cointegrating vector. On the other hand, it has 
the disadvantage that it is efficient only for two variables. However, the Dickey-Fuller 
statistic used in testing has low power in distinguishing between unit roots and near unit 
roots. An alternative procedure for cointegration testing is the one of Johansen and Juselius 
(1990) which is more reliable for multivariate analysis. Nonetheless, large samples are 
needed for this test. The data are divided into a differentiated part and a levels’ part. Under 
the assumption of I(1) processes, the differentiated data are stationary. The technique of 
canonical correlations is used to find linear combinations of the data in levels. It is inferred 
that these linear combinations must be stationary. This procedure has the advantage of being 
able to identify more than one cointegrating vector. Finally, a relatively new approach used 
for cointegration testing is the ARDL cointegration - a single equation technique.

3.3  The Autoregressive Distributed Lag (ARDL) Cointegration Approach

The autoregressive distributed lag (ARDL) approach to cointegration, which has 
been chosen in this paper, is a relatively new technique for detecting possible long-run 
relationships among economic variables. The ARDL approach is considered to be a more 
efficient technique in determining cointegrating relationships in small samples, compared 
to the previously mentioned conventional techniques. An additional advantage of the 
ARDL approach is that it can be applied irrespective of the regressors’ order of integration; 
therefore, it can be applied regardless of the stationary properties of the variables in the 
sample, thus allowing for statistical inferences on long-run estimates which are not possible 
under alternative cointegration techniques. Consequently, we are not concerned whether 
the applied series are I(0) or I(1).  

More particularly, in the first step the following unrestricted error correction (EC) 
version of the ARDL model is estimated for each of the examined variables:
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1 0

p p
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Where Y and X are the endogenous variables of the model; and D denotes first difference.  
On the basis of equation (3.3), we perform bounds test for the presence of a long-run 

relationship between the variables. Actually, F-test is applied for the joint null hypothesis 
that the coefficients on the level variables are jointly equal to zero. According to the 
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traditional approach and given that the testing statistic displays a non-standard distribution, 
we would have to take under consideration whether the variables are individually I(0) or 
I(1), the number of regressors and the existence of an intercept and/or a trend. Instead of 
the conventional F critical values, we may use two sets of critical value bounds for all 
classifications of the regressors into purely I(1), purely I(0) or mutually cointegrated. If 
the test statistic exceeds their respective upper critical values, it may be argued that there 
is evidence of a long-run equilibrium relationship. If the test statistic falls below the lower 
critical values, we cannot reject the null hypothesis of no cointegration. Finally, if the test 
statistic lies between the two bounds, then the test becomes inconclusive (Pesaran and 
Shin, 1999; Pesaran, et al., 2001).

The conditional long-run models can be extracted from the reduced form solution 
of equation (3.3), when the first-differenced variables jointly equal zero. The long-run 
coefficients of the EC models are estimated through the ARDL approach to cointegration 
and the use of OLS. The lag structure for the ARDL specification of the short-run dynamics, 
in this thesis, is determined by the Akaike’s Information Criterion (AIC), in conjunction 
with the autocorrelation test. The corresponding EC specification is based on the implied 
ARDL specification, through a simple linear transformation (Pesaran and Pesaran, 1997).

The ARDL is based on a single-equation estimation method and requires the 
estimation of a fairly smaller number of parameters. Consequently, in case of small data 
samples, ARDL is considered a rather more suitable cointegration technique. In addition, 
the ARDL method avoids the problem of pre-testing for the order of integration of the 
individual variables which might be of crucial importance. Therefore, after the confirmation 
of a long run relationship between the variables, the derived from the ARDL analysis Error 
Correction (EC) model can be used to test for Granger-type causality. An advantage of 
using an EC specification to test for causality is that, on the one hand, it allows the testing of 
short-run causality through the lagged differenced explanatory variables and, on the other 
hand, the testing of long-run causality through the lagged EC term. A significant EC term 
confirms long-run causality from the explanatory variables to the dependent variable. 

4. Data and Empirical Results

4.1  Data

The econometric method that is adopted to examine the relationship among the 
variables under examination is the ARDL cointegration technique in conjunction with 
Granger-Causality testing.

The data employed for the empirical analysis are annually covering the period 1992 
to 2009 and are collected from the International Financial Statistics Yearbook (2000/2006) 
and World Bank database. Actually, the following variables are used: i) Interest Rate (we 
deduct inflation rate and used Real Interest Rate, denoted by RIR.)  ii) Exchange Rate, 
denoted by ER. iii) Gross Domestic Product, denoted by Y iv) Inflation, denoted by P v) 
Current Account as a percentage of GDP, denoted by CA vi) Budget Deficit as a percentage 
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of  GDP denoted by BD. In this analysis ER and Y are used in logarithmic form and are 
denoted by LER and LY respectively. 

The econometric analysis uses Microfit 4.0 developed by Pesaran and Pesaran 
(Pesaran and Pesaran, 1997).

4.2  Empirical Results

Before proceeding with the econometric estimations, it is required to investigate 
the integration properties of the used variables in order to avoid the problem of spurious 
regression. Consequently, the variables for their stationary properties are examined by 
means of the conventional Augmented Dickey-Fuller (ADF) test while the optimal ADF 
specification is determined by means of Akaike Information Criterion (AIC), the Schwarz 
Bayesian Criterion (SBC). The tests for all the variables in levels (BD, CA, P, LY, RIR and 
LER) as well as in first differences are presented in Tables 1 and 2. The results suggest 
that, all variables are non stationary in levels and stationary when tested in first difference 
form.

Table 1: ADF unit root test in levels

VARIABLE                              LEVELS        
Lag With Intercept Lag With Intercept and Trend

BD 2 -2.4265 1 -1.2686
CA 0 -.94752      0 -1.8424      
RIR 3 -2.8892      3 -1.5990      
P 3 -2.3197      3 -1.2879      
LY 0 -1.7757 0 -3.4704        
LER 2 -2.3751       3 -1.5071       

  Note: 95% critical value for the augmented Dickey-Fuller statistic =  -3.1004

Table 2: ADF unit root test in first differences

VARIABLE                              FIRST DIFFERENCES  
Lag With Intercept Lag With Intercept and Trend

DBD 0 -4.9924 0 -5.3422
DCA 3 -6.6876      3 -7.5619      
DRIR 2 -5.9034      2 -5.3513      
DP 2 -5.0282      2 -4.3578      
DLY 0 -5.7253        0 -5.4908        
DLER 2 -1.9661       3 -4.1459       

Note: 95% critical value for the augmented Dickey-Fuller statistic = -3.7921       
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Allthough the results provide evidence that all examined variables are integrated 
of order one I (1), we should accept this finding with caution given the limited number 
of available data. Following, the application of the ARDL Cointegration methodology 
proceeds in order to examine the dynamics of the investigated relationships. It is believed 
that this methodology is probably the most appropriate for the needs and limitations of the 
empirical analysis because of the following reasons: 

1-While other methods require non-stationary variables of integration order I(1), 
like the traditional methodology proposed by Johansen, the ARDL method proposed 
by Pesaran has the advantage to avoid the problem of pre-testing for the order of 
integration of the individual series. 
2-In addition, it is a single equation estimation technique and requires the estimation 
of a fairly smaller number of parameters compared to the Johansen’s method. 
Consequently, ARDL proves to be more efficient when small data samples are 
available and thus, this method is adopted for the needs of the given empirical 
research.
In the first step, we proceed with the examination of the joint integration properties 

of the series using the ARDL cointegration methodology proposed by Pesaran and Shin 
(1999). Actually, we estimate the unrestricted error correction (EC) model (3.3) above, with 
DBD as the dependent variable and one of the other variables each time as independent and 
apply a F test on the group of the lagged level variables. 

The F test results on the group of the lagged level variables are depicted in Table 3, 
below.

Table 3: Testing the existence of a long run relationship between variables

Dependent /
Independent Variable

F-statistic Intercept Trend Conclusion

BD/CA 22.4255 Yes No cointegration 

BD/RIR 5.8721 Yes No Cointegration
BD/LY 8.2234 Yes Yes Cointegration
BD/P 5.6730 Yes No Cointegration
BD/LER 10.4014 Yes No Cointegration

Note: Critical values have been obtained from Pearan & Pesaran and are: 1) with constant 9.934 and 
5.764 at the 95% level of significance and 2) with constant and trend 6.606 and 7.423 at the 95% 
level of significance.
        

We observe that the value of F-statistic exceeds the upper bound of the critical value 
bounds in all cases and consequently the tests suggests that there exist long-run equilibrium 
relationships between the BD and each one of the examined determinants CA, RIR, LY, P 
and LER with long-run causality running towards BD.
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Having confirmed the existence of cointegration among the budget deficit variable 
and the tested determinants in a bi-variate framework, we proceed with the estimation of 
the appropriate ARDL models. Among a number of estimated alternative models, the most 
appropriate are selected according to the Akaike Information Criterion (AIC). 

Next, the long-run coefficients from the implied ARDL model are estimated and 
are depicted in Table 4, below. All the independent variables (CA, RIR, LY, P, LER) bear 
statistically significant causal impacts on the dependent variable BD, in the long-run time 
horizon.
 

Table 4: Estimates of the long-run coefficients based on ARDL model

Estimated Long Run Coefficients using the ARDL Approach           
selected based on Akaike Information Criterion. 
Dependent variable is BD

  ******************************************************************
Regressor    Coefficient      Standard Error T-Ratio[Prob]
 CA           4.2601 1.1607 3.6704[.004]
 C            3.9477 1.0817 3.6495[.004]
-------------------------------------------------------------------------------------------
RIR          -.0085576 .0035478 -2.4121[.031]
 C           3.6593    1.6207      2.2578[.042]
-------------------------------------------------------------------------------------------
LY           -3.5743            2.7225 -1.3128[.214]
 C           -3.3194            5.3816 -.61681[.549]
 t          1.2010               .79775  1.5055[.158]        
-------------------------------------------------------------------------------------------
 P                 .0075571         .0033579 2.2506[.042]
 C            3.6098            1.6570   2.1785[.048]
-------------------------------------------------------------------------------------------
ER          -22.2797            7.9950 -2.7867[.015]
 C           -23.1119            6.8514  3.3733[.005]

More particularly, we can extract the following long-run econometric relationships:

                  tBD  =3.947 + 4.2601 CAt  (4.1)
                
                  tBD  = 3.6593  - 0.00856 RIRt   (4.2)

                  tBD  =-3.3194  - 3.5743 LY   t     (4.3)

                 tBD  =3.6098  - 0.00756 P  t (4.4)

                  tBD  = 23.112  - 22.2797 LERt   (4.5)
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In particular, according to the equations above, an increase in current account by 1%, 
increases budget deficit by 4.2%, increase in interest rate by 1% decreases budget deficit 
0.008%, an increase in GDP by 1%, decreases budget deficit 3.6%, increase in inflation by 
1% increases budget deficit 0.007% and increase in exchange rate by 1% decreases budget 
deficit 22.2%.

The stability of the coefficients of the EC models is tested by means of the CUSUM 
test. Figures 1, 2, and 3 below, confirm long-run structural stability for the model’s 
coefficients.

Figure 1: Plot of cumulative sum of recursive residuals for BD on CA and RIR
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Figure 2: Plot of cumulative sum of squares of recursive residuals
for BD on LY and P
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Figure 3: Plot of cumulative sum of squares of recursive residuals for BD on ER
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Next, we proceed with the estimation of the corresponding Error Correction Models 
(ECM). The results are presented analytically in Table 5. The estimations are obtained from 
the following general form of equation:

 DYt = c + ∑aj DYt-j +∑ bk DXt-k  + δ ECMt-1 +εt (4.6)

As we can notice in Table 5 below, the coefficients of the error correction terms in 
all estimated models were found negative and statistically significant at the 5% significance 
level. The larger the error correction coefficient (in absolute values), the faster the return 
to equilibrium, once shocked. Therefore, there is a statistically significant long-run impact 
from CA, RIR, LY, P and LER on BD.   
             

Table 5: Causality test based on the Error correction Representation

Model Wald statistic 
(lagged differences)

Coefficient of the 
error-correction term. 

(t-statistic/p-value)

Conclusion

CA BD 59.0344(0.000) -.59676
(- 4.6943 /0.001)

Both short and long 
run causality

RIR BD 3.8706 (0.049) -.94812
(- 3.4256 /0.004)

Both short and long- 
run causality

LYBD 0.0014 (0.969) -.84969
(- 3.2122 /0.005)

Long-run causality

P  BD 3.1142 (0.078) -.95554
(- 3.3997 /0.009)

Long-run causality 
and weak short–run 

causality
LER BD 2.3386 (0.126) -.86592

(-3.6249 /0.003)
Long-run causality
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In order to investigate the short-run dynamics among CA, RIR, LY, P and LER, 
Wald tests are performed. The results are depicted also in Table 5. We can see that for 
Current Account (CA) Wald statistics yields a value χ2 = 59.0344 (p- value 0.000), hence 
the above regressors are jointly statistically significant. Consequently, there is a short-
run causal impact CA on BD.  Regarding Real Interest Rate (RIR), the test gives a value 
χ2 = 3.8706 ( p- value0.049), that is statistically significant and indicates a short- run causal 
effect on BD.  GDP (LY) has no short –run causal effect on BD since χ2= 0.0014 (p – value 
0.969). Wald statistic test yields a value χ2= 3.1142 (p-value 0.078) for Inflation (P) and it 
shows that Inflation has a rather weak short-run effect on BD. Finally, for the Exchange 
Rate (LER), we can extract from the Table 5 above, the value χ2

 = 2.3386 (p-value 0.126) 
which is statistically insignificant, therefore, we conclude that there is no short-run causal 
impact from ER on BD.

Since the results were derived from bivariate relationships using a rather limited 
data sample we provide further evidence from variance decomposition analysis (Table 6), 
based on the above estimated error-correction models. The analysis traces the dynamics of 
a shock in any of the involved determinants of budget deficit over time. Actually, table 6 
reports the percentage of the variance of the t-year ahead forecast that is attributable to each 
of the shocks for T=1, 3 and 5. One year ahead could be interpreted as the short-run, three 
years ahead as the medium-run and five years ahead as the long-run.

Table 6: Variance Decomposition Analysis

 Period CA RIR LY P LER
1 0.22 0.37 0.11 0.51 0.24
3 0.43 0.44 0.23 0.57 0.33
5 0.48 0.45 0.28 0.58 0.36

The reported results reveal that in the short-run, P with 51% and RIR with 37%, 
dominate in explaining the behaviour of budget deficits. However, in the medium and 
long-run horizon all determinants become very significant with LY to be rather weaker. 
Summarizing, the results are in line with the evidence obtained from the error-correction 
estimates and causality tests. 

Bearing in mind the overall evidence, we can argue that an increase in current 
account, interest rate and inflation, cause Budget Deficit to increase as well and this 
should be carefully considered from the economic policy authorities. However, it should 
be mentioned that except the macro fundamentals referred above, there are other factors 
which may have an impact on budget deficit as well and are not considered in the present 
research. 
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Conclusions

In this paper, there was an attempt to investigate the determinants of budget deficit 
by developing an econometric model that would relate budget deficit in Azerbaijan (BD) to 
macroeconomic factors of the economy, namely, inflation (P), interest rates (RIR), current 
account as a percent of GDP (CA), exchange rate (LER), and Gross domestic Product (LY).  
First, unit root tests (ADF) were applied, in order to avoid any spurious regression and to 
ensure the reliability of the derived results. Next, the ARDL cointegrating technique was 
applied, being the most suitable for the given empirical analysis due to the limited number 
of the available data. Finally, the EC models were estimated in order to be examined for 
long-run and short-run Granger type causality running from the independent variables on 
the dependent ones. In sum, the application of the above mentioned techniques revealed 
that:

Stationarity tests results suggest that, all variables are non stationary in levels and 
stationary when tested in first difference form

 Based on the ARDL method, it can be observed that the value of F-statistic exceeds 
the upper bound of the critical value bounds in all cases and consequently the tests 
suggest that there exist long-run equilibrium relationships between the BD and 
each one of the examined determinants CA, RIR, LY, P and LER with long-run 
causality running towards BD.

 The long-run ARDL estimates revealed the following: an increase in current 
account by 1% increases budget deficit 4.2%, an increase in interest rate by 1% 
decreases budget deficit by 0.008%, an increase in GDP by 1% decreases budget 
deficit by 3.6%, an increase in inflation by 1% increases budget deficit by 0.007% 
and an increase in exchange rate by 1% decreases budget deficit by 22.2%.   

 Regarding the Error Correction specification, evidence of long-run causality 
running from CA, RIR, LY, P and ER to BD was found. There were also found 
evidence of short-run Granger causal effects running from CA and RIR towards 
BD and a rather weak causal effect from P to BD.  However, there is no short – run 
causality running from LER on BD. 

Nevertheless, there is a weak point in the present approach, along the paper, as there 
are other factors which may have an impact on budget deficit as well and are not considered 
in the given research. These factors may be macroeconomic factors like unemployment, 
money reserve, and government policy factors.  Besides, the empirical analysis should 
be in a multivariate framework, but due to the limited number of available data it is not 
possible.
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